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Lente

Witruimtes, de blanco zijden
waarop onze breedband dromen
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Over een boodschap maar te zwijgen.
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die ik met zekerheid kan onderscheiden,

als de aarde spreekt.

Liefst breide ik
een groot rood hart voor jou,

of vrijde iets
ontegenzegbaars.

(Egbert van Hattem, UT-Nieuws, 24 maart 2011)



ABSTRACT

The introduction of new wireless services, the demand for higher datarates,
and higher traffic volumes call for a more efficient use of the RF spectrum
than what is currently possible with static frequency allocation. Dynamic
spectrum access offers a more efficient use by allowing unlicensed users to
opportunistically use locally and temporarily unoccupied licensed bands
(‘white space’).

To prevent harmful interference to the licensed users, unlicensed users
need to make sure the band is free before they are allowed to transmit. This
means that, if resorting to databases is not possible or desired, the unli-
censed users have to be able to detect very weak signals from the licensed
users by means of spectrum sensing. Different types of spectrum sensing
exist, but it is preferable to use one that does not require knowledge of the
signals to be detected, as it can then be employed in arbitrary frequency
bands. Such a solution is energy detection (ED). The first step of ED is
similar to what a spectrum analyzer (SA) does: measure the power in a
frequency band. The second step is to distinguish between measuring
only noise, or noise plus a signal. Due to inaccuracies in the noise level
estimation, there is a certain minimum signal-to-noise ratio (SNR), the
SNR-wall, below which signals cannot be reliably detected. Several analog
impairments, such as phase noise, nonlinearity, and limited harmonic rejec-
tion (HR), can also hamper the detection process by causing false alarms
or missed detections.

To reduce the SNR-wall and the influence of analog impairments on
sensing performance, crosscorrelation (XC) spectrum sensing, as a general-
ization of autocorrelation (AC) (the standard form of ED), is proposed. XC
multiplies and integrates the outputs of two receivers, each processing the
same signal, to obtain the signal power, while the noise (ideally) averages
out. The noise uncertainty is removed at the cost of measurement time, and
the SNR-wall reduces. A mathematical model is developed that predicts
that (1) a lower noise correlation between the two receivers lowers the
SNR-wall, and (2) resistive attenuation at the input of each receiver does
not influence the sensitivity of XC. This allows a design to be optimized for
high linearity without affecting the detection capabilities. By employing
a separate oscillator for each receiver, XC can also reduce phase noise. A
frequency offset between the two oscillators, in combination with some
digital signal processing, also allows XC to improve HR.
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A first mostly-discrete prototype is developed, employing a mixer-first
architecture for high linearity. It demonstrates (phase) noise reduction and
an attenuation-independent noise floor using XC, but suffers from external
frequency-dependent coupling between the receivers, crosstalk between
the mixers, and a poor HR. A second protype tackles these disadvantages
by integrating two RF-frontends into a single 1.2 V 65 nm CMOS-chip,
with a novel distortion-cancellation technique in the attenuators for high
linearity.

Measurements show that XC achieves 22 dB of phase noise reduction
(limited by measurement time), and up to 25 dB of improvement in HR
(limited by crosstalk). At 10 dB attenuation, the SNR-wall is found to be
−184 dBm/Hz, which is 10 dB below the thermal noise floor, and even
12 dB below the measured SNR-wall of AC. XC achieves an attenuation-
independent noise floor < −169 dBm/Hz from 0.3–1.0 GHz, with an IIP3
of +25 dBm at 10 dB attenuation, which makes the spurious-free dynamic
range higher than that of high-end commercial SAs. Furthermore, it is ex-
perimentally shown that XC can be much faster and more energy-efficient
than AC.

Overall, XC is shown to enable the integration of SAs with high sen-
sitivity, good resilience to strong interferers, and with speed and, at low
SNR, energy consumption benefits compared to AC. This not only makes
sensitive spectrum sensing attainable in a hostile radio environment, but
also paves the way for low-cost, low-power, and high-quality (mobile)
measurement equipment. Furthermore, it may enable the integration of
(many) small SAs inside other chips for built-in self-test (BIST), reducing
on pin count and test time during manufacturing, as well as more reliable
and stable performance during operation.



SAMENVATTING

De introductie van nieuwe draadloze diensten, de vraag naar hogere snel-
heden, en de continu toenemende datavolumes vereisen een efficiënter
gebruik van het RF spectrum dan nu behaald wordt met de vaste toewijzing
van frequentiebanden. Dynamisch spectrum gebruik biedt meer efficiëntie
door het ongelicenseerde gebruikers toe te staan gelicenseerd spectrum
te gebruiken, zolang deze maar niet in gebruik is door de gelicenseerde
gebruiker.

Om verstoring van de gelicenseerde gebruikers te voorkomen, dienen
ongelicenseerde gebruikers zich ervan te vergewissen dat de band vrij is
alvorens ze mogen zenden. Dit betekent dat, als het gebruik maken van
databases niet mogelijk of wenselijk is, de ongelicenseerde gebruikers in
staat moeten zijn om zeer zwakke signalen van gelicenseerde gebruikers te
detecteren. Er zijn verschillende manieren om de detectie te bewerkstelli-
gen, maar het verdient de voorkeur om geen kennis nodig te hebben van
het te detecteren signaal, zodat het in een willekeurige frequentieband te
gebruiken is. Een techniek die hieraan voldoet is energie-detectie (ED). De
eerste stap van ED is vergelijkbaar met wat een spectrum analyzer (SA)
doet: het meten van het vermogen in een bepaalde frequentieband. De
tweede stap in ED is om te bepalen of het gemeten vermogen alleen ruis,
of ruis plus een signaal bevat. Door onnauwkeurigheden in de bepaling
van het ruisvermogen is er een bepaalde minimale signaal-ruis verhouding
(SNR) nodig, de SNR-muur, om nog met enige betrouwbaarheid signa-
len te kunnen detecteren. Verschillende niet-idealiteiten in het analoge
deel van de implementatie, zoals faseruis, niet-lineariteit, en harmonische
onderdrukking (HR), kunnen het detectie-proces ook nadelig beïnvloeden.

Om deze SNR-muur te slechten, en de invloed van analoge niet-ideali-
teiten op het beslissingsproces te verminderen, wordt kruiscorrelatie (XC)
als generalizatie van autocorrelatie (AC) (de standaard methode van ED)
voorgesteld. XC vermenigvuldigt en integreert de uitgangen van twee
ontvangers, die elk hetzelfde ontvangen signaal bewerken, om tot het
signaalvermogen te komen. De ruis middelt uit ten koste van meettijd:
de ruisonzekerheid, en daarmee de SNR-muur, wordt lager. Een in dit
proefschrift ontwikkeld wiskundig model voorspelt dat (1) een lagere ruis-
correlatie een lagere SNR-muur geeft, en dat (2) resistieve verzwakking
aan de ingang van elke ontvanger de gevoeligheid van XC niet beïnvloedt.
Een systeem kan dan ontwikkeld worden voor hoge lineariteit zonder dat
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dat ten koste hoeft te gaan van de detectie-mogelijkheden. Door een aparte
oscillator in elke ontvanger te gebruiken, kan XC ook de faseruis vermin-
deren. Verder kan een klein frequentie-verschil tussen de oscillatoren, in
combinatie met enige digitale signaalbewerking, het voor XC ook mogelijk
maken om de HR te verbeteren.

Een eerste, vooral discreet, prototype is ontwikkeld, met een mixer
als eerste trap voor hoge lineariteit. XC-metingen tonen reductie van
(fase)ruis en een verzwakkings-onafhankelijke ruisvloer, maar ook externe
frequentie-afhankelijke koppeling tussen de ontvangers, overspraak tussen
de mixers, en een slechte HR. Een tweede prototype verbetert dit door
integratie van twee lineaire RF-ontvangers op één 1.2 V 65 nm CMOS-chip.
Hierbij is een nieuwe techniek gebruikt om verzwakkers vervormingsarm
te maken ten behoeve van een hoge lineariteit.

XC-metingen geven minimaal 22 dB faseruis-reductie (meettijd-gelimi-
teerd), en tot 25 dB verbetering in HR (overspraak-gelimiteerd). Met 10 dB
verzwakking is een SNR-muur van −184 dBm/Hz gemeten, wat 10 dB
onder de thermische ruisvloer ligt, en zelfs 12 dB onder de gemeten SNR-
muur van AC. Met XC wordt een verzwakkingsonafhankelijke ruisvloer
< −169 dBm/Hz behaald van 0.3–1.0 GHz, met +25 dBm IIP3 op 10 dB
verzwakking, waardoor de spurious-free dynamic range hoger is dan die
van moderne commerciële SAs. Bovendien wordt aangetoond dat XC veel
sneller en energie-efficiënter kan zijn dan AC.

In dit proefschrift is aangetoond dat XC het mogelijk maakt om geïnte-
greerde SAs met hoge gevoeligheid te maken, terwijl ze tegelijkertijd goed
overweg kunnen met sterke verstoorders, én voordeel bieden in snelheid
en, voor lage SNR, energieverbruik ten opzichte van AC. Dit maakt het niet
alleen mogelijk om gevoelig signalen te detecteren in drukbezette draad-
loze omgevingen, maar effent ook het pad naar goedkope, energiezuinige,
en kwalitatief hoogstaande (mobiele) meetinstrumenten. Bovendien zou-
den (meerdere) kleine SAs in andere chips geïntegreerd kunnen worden
voor zelftests, waarmee bespaard kan worden op meettijd en het aantal
externe pinnen benodigd voor verificatie, maar waarmee het ook mogelijk
wordt om meer betrouwbare en stabielere functionaliteit te bieden tijdens
het gebruik.
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CHAPTER 1
INTRODUCTION

When Heinrich Hertz experimentally verified the existence of electromag-
netic (EM)-waves, as theoretically deduced by Maxwell a few years earlier,
he supposedly said “It’s of no use whatsoever” [1]. He couldn’t have been
more wrong: telegram services, radio broadcasting and ship-to-shore com-
munications soon followed his discovery. Nowadays, TV broadcasting,
radar, mobile telephones and Wireless Local Area Networks (WLANs) are
just a few examples of the myriad of wireless services employed since then.

All of these services have been assigned specific frequency bands in the
spectrum, usually by national authorities such as the FCC and NTIA (USA),
Agentschap Telecom (Netherlands), MIC (Japan), ACMA (Australia), and
Ofcom (UK). Often, harmonization with neighboring countries is required.
This has led to complex and crowded charts. A simplified example is
shown in fig. 1.1, where the 1.5–3 GHz band is divided in many bands with
specified frequency ranges, all dedicated to specific services.

Lower frequencies propagate better and suffer from less attenuation
due to walls and other obstacles, which is why FM-radio, TV-broadcasting
and the first GSM-network all operate in the 0.1–1 GHz band. Several
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This chart is a graphic single-point-in-time portrayal of the Table of Frequency Allocations used by the
FCC and NTIA. As such, it does not completely reflect all aspects, i.e., footnotes and recent changes
made to the Table of Frequency Allocations. Therefore, for complete information, users should consult the
Table to determine the current status of U.S. allocations.

1.5 GHz 2 GHz 3 GHzISM (2450 ± 50 MHz)

Figure 1.1: Spectrum allocation between 1.5 GHz and 3 GHz in the USA.
(Source: NTIA)
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Figure 1.2: Wireless data demand in exabytes per month for recent history
and near future (1 EB=1018 bytes, or a billion Gbytes). (Source: [3])

ISM-bands are defined internationally, and are free to use as long as certain
requirements are met. ISM-bands are often noisy and crowded environ-
ments; the 2.4 GHz ISM-band (indicated in fig. 1.1) is used by microwave
ovens and standards such as Bluetooth and the 802.11-family (WLAN).

Virtually all of the usable spectrum has been assigned, which makes
it very hard for new services to squeeze in. In 2008, operators paid 19.6
billion dollar to obtain their own 52 MHz of bandwidth in the 700 MHz
range in the USA: that amounts to 400 million dollar per MHz! It seems
to be a worthwile investment: the annual worldwide revenue in mobile
wireless is estimated at 3 trillion dollar [2].

Predictions are that the demand for wireless data communications will
increase 18-fold from 2011 to 2016, see fig. 1.2. The FCC-chairman remarked
in 2010 [4]: “Our data shows there is a looming crisis. We may not run out of
spectrum tomorrow or next month, but it is coming and we need to do something
now.” IEEE Spectrum even refers to it as “the great spectrum famine” [5]. The
datarate can be increased in three ways: (1) more spatial reuse, (2) more
bandwidth and (3) higher spectral efficiency. Spatial reuse is aggressively
employed by operators using cell splitting [6]. Of the other two, LTE (also
known as 4G) uses both approaches: from 5 MHz of spectrum per channel
for UMTS to 20 MHz for LTE (and 40 MHz in the near future), and from
QPSK for UMTS to 64-QAM for LTE.

Unfortunately, this is still not enough. Therefore, US President Obama
ordered the FCC to free up 500 MHz of spectrum for mobile and fixed
wireless broadband [7]. Part of this is being realized by the ‘digital divi-
dend’, the part of the spectrum that has become available due to the switch
from analog to digital TV (DTV) broadcasting. Similarly, in Europe, the
Radio Spectrum Policy Programme, approved by European Parliament in
2012, aims at enhancing the efficiency and flexibility of spectrum use [8].
Concrete actions are to identify at least 1200 MHz of spectrum to address
the demand for wireless data traffic, and to allow much more flexible use
of spectrum via spectrum trading and spectrum sharing.

Measurements show that only 2% to 20% of the spectrum is actively
being used at any given time and location, depending on the definition
of ‘unused’ [9]. Thus, although spectrum is a scarce resource, it is used
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Figure 1.3: DSA opportunistically uses unused spectrum.

in a very inefficient way. Dynamic Spectrum Access (DSA) promises a
much more efficient use of the spectrum by letting unlicensed users, the
secondary users (SUs), opportunistically use bands that are licensed to
primary users (PUs), but are temporarily and/or locally unused, see fig. 1.3.
Hence, the term ‘opportunistic spectrum access’ is sometimes also used
instead of DSA.

The available spectrum bands depend on time and location, and are
referred to as ‘spectrum hole’ [10] or ’white space’ [11]. Whenever the
PU starts communicating again, the SU has to back off. This is known
as ‘vertical sharing:’ there is a hierarchy among the users. The PUs can
come back at any time, so the SU has to frequently check whether the PU
has returned. This is different from ‘horizontal sharing’ in the ISM-bands,
where all users have equal rights. Both principles are illustrated in fig. 1.4.

Very often, DSA and CR are interchangeably used. The IEEE defines
DSA as [13]: “The real-time adjustment of spectrum utilization in response to
changing circumstances and objectives,” and CR as: “A type of radio in which
communication systems are aware of their environment and internal state and
can make decisions about their radio operating behavior based on that information
and predefined objectives,” which is similar to the definitions given by the
ITU [14] and FCC [15]. If one narrows ‘environment’ in the CR-definition

unlicensed

licensed

WLAN
Cognitive

Radio

TV broadcast
Horizontal sharing

Vertical sharing

System type
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Figure 1.4: Vertical sharing in CR/DSA as opposed to horizontal sharing
in the ISM-bands (Based upon: [12]).
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(a) 5 GHz (b) 2.4 GHz (c) TVWS

Figure 1.5: WiFi coverage (simulations) in 1 km2 in Notting Hill, London,
UK at several frequencies. (Source: [18])

to ‘radio spectrum’, DSA can be considered the principle, and a CR the
physical device implementing DSA, which is the point of view used in this
thesis. Note that this is a much narrower interpretation of ‘environment’
than envisoned by Joseph Mitola III, the inventor of the CR-concept [16].

Radios which perform many functions in the digital domain, such
that new standards and options can be accommodated by a change of
software, are called software-defined radios. A software-defined radio
can be seen as an all-in-one radio, for example to receive FM-radio, to
communicate with a WLAN-router and to make a phone call over GSM.
Mitola, as well as many others, consider a CR to be built on top of a
software-defined radio. It would enable the CR to adapt its modulation
type to the environment, which makes it more flexible and allows it to
use the spectrum more efficiently. In addition, a CR needs to perform
spectrum sensing, which also requires a flexible receiver and digital signal
processing (DSP).

The basic idea of DSA has several significant advantages. It would
allow any wireless connection to offload peak demands to other parts of
the spectrum, thereby allowing it to obtain a higher datarate when it needs
it (a useful feature for the GSM-network in the first hour of the new year).
Moreover, with a CR built on top of a software-defined radio, the number
of transceivers in a device, and thus the cost, may be considerably reduced.

Public safety services tend to have a very high peak-to-average utiliza-
tion, which means that their dedicated spectrum remains largely unused
for most of the time. When they do need spectrum, they actually need
more than what is assigned to them, as multimedia transfer, such as photos
and video, could be of great help in saving lives. A CR can provide this in a
spectrum-efficient way, and also enable rescue workers inside buildings to
switch to more favorable frequencies before losing connection [17, Ch. 16].

One of the main drivers of DSA is the possibility to get broadband
wireless internet to areas that are too remote or geographically difficult
to reach via a wired network. By using the sub-GHz frequencies, one can
easily cover tens of kilometers at reasonable transmission powers.
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British Telecom is thinking about providing WiFi coverage in London
using TVWS-frequencies (in the UK, roughly 470 to 800 MHz). Fig. 1.5
shows the simulated coverage given the locations of the WiFi access points:
it is much better in the TVWS-frequencies than in the 2.4 GHz or 5.8 GHz
ISM-bands. Other applications of DSA include smart grids [19], machine-to-
machine-communication [20], military communications, intelligent trans-
port systems and wireless medical sensors.

The flexibility of CR does come at a cost: the analog hardware and the
digital physical layer cannot be optimized for one band or modulation,
thus power consumption increases. Another, perhaps less well known,
issue is the loss of usable bandwidth for radio-astronomy that CR may
cause; the coexistence of radio-astronomy and CR is discussed in [21].

1.1 Problem Statement

With the large amounts of DSP and software needed for all the different
functionality of a CR, a power-efficient and fast technology for the digital
circuitry is required. Since CR has a potential to be used in many different
consumer devices, it should also be cheap to manufacture. These are
precisely the strengths of CMOS technology. CMOS can also be used for
analog circuits, such that the CR can potentially consist of one IC, which
makes it very attractive for mobile applications due to the low cost, low
power consumption, small form factor, and the simplified PCB-design.

Unfortunately, the analog performance does not scale nearly as well
as the digital performance, partly due to the decreasing supply voltages.
Moreover, receivers for CR face more stringent requirements than conven-
tional receivers, since they have to be able to receive signals over a wide
frequency band in a highly dynamic and a priori unknown environment.

The principle of DSA is applicable to any frequency band, where each
band may contain many different types of modulation schemes. For ad-hoc,
decentralized operation all over the world, it is therefore desirable to have
some form of spectrum sensing that does not require any information of the
signals to be detected. Yet, it must be sensitive enough to avoid interference
to the PUs and at the same time not overlook too many opportunities.
Furthermore, it should be fast enough to adhere to the different regulatory
requirements and minimize the sensing overhead.

Fig. 1.6 illustrates the goal: a CR needs a transmitter and receiver for
communication, and a ‘scanner’ or SA for spectrum sensing. All that
functionality should be suitable for integration into a single CMOS-IC. In
this work, the focus is on the spectrum sensing part.

In summary, the problem statement of this thesis is: to implement some
form of spectrum sensing that can, without prior knowledge, reliably and swiftly
detect weak signals in a hostile radio environment, while being compatible with
analog design in a low-voltage CMOS process.
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Figure 1.6: A SA in CMOS is desired for low-cost, low-power, fast and
reliable spectrum sensing in a hostile radio environment.

1.2 Thesis Outline

DSA is discussed in more detail in chapter 2. An overview of the current
regulations on DSA in the TV-bands will be given, followed by a brief
discussion of different proposed spectrum sensing algorithms. Some major
issues regarding the implementation of DSA in CMOS will be identified,
and an overview of state-of-the-art in CMOS implementations targeting
DSA will be given.

In chapter 3 the focus is on energy detection (ED) and its inability to
detect signals below a certain signal-to-noise ratio (SNR), the SNR-wall.
The concept of a crosscorrelation spectrum analyzer (XCSA) is introduced,
which is a SA that uses two receivers and performs crosscorrelation (XC) on
their outputs to arrive at a spectrum estimate. Based on some assumptions,
it is hypothesized that XC can reduce the SNR-wall, as well as mitigate sev-
eral of the CMOS-integration issues. The theoretical sensing performance
and the DSP-requirements of a XCSA are analyzed and compared to ED.

Chapter 4 discusses the implementation and measurements of a mostly
discrete (i.e., non-integrated) prototype to verify a few aspects of the pro-
posed XCSA-concept. A novel technique for very linear attenuators in bulk
CMOS and a 0.16µm CMOS-prototype are presented in chapter 5. This
attenuator technique is used in a second prototype XCSA, which contains
two integrated highly-linear radio frequency (RF)-frontends in a single
65 nm CMOS-IC. The implementation is discussed in chapter 6, along with
measurement results. Finally, the predicted sensitivity improvements using
a XCSA are verified experimentally in chapter 7.

A summary of this work with main conclusions is presented in chap-
ter 8, along with a list of original contributions, and recommendations for
future work. Appendices A and B contain some further relevant results
with respect to a XCSA.



CHAPTER 2
DYNAMIC SPECTRUM ACCESS &

SPECTRUM SENSING

In chapter 1, Dynamic Spectrum Access (DSA) was identified as a promis-
ing way for a more efficient use of the spectrum. In this chapter, the regula-
tions regarding DSA will be discussed in more detail. Readers unfamiliar
with receiver terminology are referred to appendix C for an overview.

The main approaches of spectrum sensing in order to find unoccupied
spectrum are briefly discussed. It is argued that, from a flexibility perspec-
tive, it is most desirable to measure the power in a certain frequency band
to determine whether it is occupied or not. However, it will be shown that
the requirements imposed by current regulations are extremely tough for
an integrated low-power device; in fact, some requirements are not even
met by commercial state-of-the-art spectrum analyzers (SAs). Neverthe-
less, it will be argued that spectrum sensing functionality gives additional
advantages to a cognitive radio (CR) and even other types of radio, which
justifies the development of spectrum sensing functionality.

2.1 Regulations & Standardization

As a part of DSA, the secondary users (SUs) are supposed to be looking for
free spectrum or white space, which can be defined as “a band of frequencies
that are not being used by the primary user (PU) of that band at a particular time
in a particular geographic area” [15]. A more accurate definition is a band
of frequencies in which “a pair of SUs can communicate succesfully without
violating the interference constraint imposed by the primary network” [17]. In
other words, the SU should not cause harmful interference to the PU: the
SU should be (almost) orthogonal to the PU in its transmission parameters
in “the theoretical hyperspace occupied by radio signals” [15]. This hyperspace

Parts of this chapter have appeared in [MOA:8]

7
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consists of dimensions such as space, frequency, time, code, angle of arrival,
and possibly others.

In all cases, however, there will be some residual interference. Even
when the PU is very far away, it will still receive a tiny fraction of the
transmitted power of the SU, which will look like noise to the PU, espe-
cially when many SUs are transmitting. Therefore, when multiple SUs
are transmitting simultaneously, the PU may experience such degradation
in its signal-to-noise ratio (SNR) that one can consider it to be harmfully
interfered with. This phenomenon can be quantified as interference tem-
perature, similar to the concept of noise temperature [22].

An SU operating at a different frequency can still degrade the perfor-
mance of a PU-receiver because the PU cannot perfectly filter the received
SU-power, resulting in increased noise or distortion. This is the reason the
FCC asked the question “rules are designed to control interference by regulating
transmitter performance (e.g., power, emissions limits, and field strength) but not
receiver performance. Should [we] adopt receiver standards?” [23]. In fact, in
[24] it is shown that PUs having some interference tolerance could greatly
enhance the overall capacity of PUs and SUs combined. This interference
tolerance discussion is still ongoing, and (to my best knowledge) is not yet
incorporated in any regulation or standardization.

In any case, deployment of CR requires proper regulations by national
and global authorities to protect PUs. Some authorities (such as the FCC
and Ofcom) have already given the green light to deploy CR-networks in
the TV-bands. Furthermore, many organizations are currently involved in
defining worldwide and local standardization of DSA and CR-networking,
such as the ITU, ETSI, COST, and IEEE, which is important for interoper-
ability. Some standards in the draft phase feature DSA-capabilities: IEEE
802.22 for rural broadband in TV white space (TVWS) (from roughly 50
to 900 MHz) defining the physical layer and medium access control, IEEE
802.18 to define co-existence in TVWS, CogNeA/ECMA392 for home net-
work applications such as HDTV-streaming in TVWS (physical layer- and
medium access control-layer), and IEEE 802.11af for WiFi operation in
TVWS (physical layer and medium access control). For more details on
regulations and standardization, the interested reader is referred to [25–29].

In 2008, the FCC conducted field trials to assess attainable sensing
performance. The DSA-prototypes that were used in these trials were
provided by industrial players. They were able to reliably detect very weak
signals in an otherwise clean spectrum, but failed in the presence of a strong
interferer [30]. Based on these results, as well as many public and internal
discussions, the FCC came with a new publication in 2010 [31], favoring a
database approach with location and channel availability information over
spectrum sensing. It states: “Our actions here are expected to spur investment
and innovation in applications and devices that will be used not only in the TV
band but eventually in other frequency bands as well.” The FCC decided that

“eliminating the requirement that TV bands devices that incorporate geo-location
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Table 2.1: CR requirements, assuming mobile devices that rely
on spectrum sensing.

FCC [31] Ofcom [32] 802.22 [33] Unit

Max. transmit power (TP) 50 50 mW
Max. adjacent-to-TV channel TP 40 2.5 mW

Adjacent-channel emission −72.8 dBca −46 dBm −49 dBm
Modulation free free OFDM

DTV sensing limit -114 -120 -116 dBm
DTV bandwidth 6 8 6,7,8 MHz

Microphone sensing limit -107 -126 -107 dBm
Microphone bandwidth 0.2 0.2 0.2 MHz

Monitoring interval 6 60 1 s
Backoff time 2 < 1 2 s

PFA 10 %
PMD 10 %

a Measured in 100 kHz out-of-band with reference total power in 6 MHz

and database access must also listen (sense) to detect the signals of TV stations
and low power auxiliary service stations” was the best way to go forward.

Although spectrum sensing in TVWS has thus become unnecessary,
regulations for spectrum-sensing-only devices are still included, because
“we are encouraging continued development of [spectrum sensing] because we
believe it holds promise to further improvements in spectrum efficiency in the
TV spectrum in the future and will be a vital tool for providing opportunistic
access to other spectrum bands” [31]. Sensing will be necessary for ad-hoc
networks of SUs, where such geolocation and database infrastructure is not
available, or where a central database is rendered useless due to the fast
rate of change in the spectrum usage. Furthermore, even when databases
are available, a spectrum sensing capability can be useful for other reasons
as well, as will be discussed in section 2.4.

Some important requirements for mobile CRs in the TV-bands that
incorporate spectrum sensing, as set by the FCC, Ofcom and the IEEE
802.22 standard, are listed in table 2.1. Note that some parameters are
different for fixed devices, and that the numbers may change in the future.
Although the concept of CR applies to other frequency bands as well,
where e.g. emission and sensing parameters may be quite different, these
numbers provide for a good starting point.

The maximum transmission power and maximum out-of-band emis-
sions are a strict requirement, as well as the obligation to use transmission
power control. The FCC specifies the adjacent-channel emission limit as
the power in 100 kHz bandwidth, relative to the power transmitted in the
6 MHz channel. Thus, at full power (17 dBm), the limit is −55.8 dBm in
100 kHz, or −38 dBm in the total adjacent channel. Below full power, the
absolute Ofcom and 802.22 regulations become easier to satisfy, while the
FCC’s relative requirement remains equally strict.

The FCC and Ofcom mainly care about the protection of other users,
and do not define modulation requirements. As a communication stan-
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dard, 802.22 does define the type of modulation, in this case Orthogonal
Frequency Division Multiplexing (OFDM).

The most important PU in the TV-bands is digital TV (DTV), which is
implemented in different ways around the world. The USA has 6 MHz
bandwidth with 8-VSB modulation, while Europe has 8 MHz bandwidth
with OFDM. Another important PU is the wireless microphone. A wireless
microphone occupies a bandwidth of roughly 200 kHz (not standardized),
and there may be several of them in a single TV-channel. Many of them
use analog FM, some AM, but several digital modulation schemes are
also in use. Other PUs in the TV-bands are analog TV and some medical
equipment, but for the sake of brevity they are not considered here.

The FCC, Ofcom, and 802.22 define the minimum power of each of
these PU-signals that SUs should be able to detect. The spectrum sensing
device should thus be able to cope with the different bandwidths of the
different PUs. The detection threshold of −114 dBm for DTV as set by the
FCC is based on the following reasoning. All receivers within the service
contour (at −84 dBm) of the DTV broadcasting station should be able to
properly demodulate it. The roof antennas often employed for TV-receivers
have a directive gain of around 10 dB, plus a gain of 7 dB because of their
elevation. A CR is assumed to have an isotropic antenna (0 dB gain). It
may be inside a house, and thus experience 13 dB of attenuation due to the
walls (which seems to be a rather arbitrary value). Adding all numbers
results in −114 dBm [11]. The other limits are set by similar reasoning.

A typical integrated wideband CMOS-receiver noise figure (NF) is
5 dB (discussed in section 2.3.3). The noise power in 200 kHz will then
be −116 dBm if the received noise power spectral density (PSD) is equal
to −174 dBm/Hz. So, the SNR for detecting a wireless microphone in
200 kHz bandwidth is around 9 dB for FCC and 802.22, and around −10 dB
for Ofcom. For DTV, the detection SNR ranges from −13 dB (FCC for
6 MHz bandwidth) to−20 dB (Ofcom for 8 MHz bandwidth). The spectrum
sensing device should thus be able to detect signals in highly negative SNR.

The back off time is the time a CR may take to move to another band
when a PU returns; Ofcom requires a CR to sense at a minimum interval
of 1 s, hence it is inferred that the back off time should be shorter than
that. With the Ofcom regulations being the most demanding for a sensing
interval of 1 s, spectrum sensing should take less than 100 ms in order not
to reduce the overall data rate by more than 10%.

A false alarm is the situation where a CR wrongfully concludes that a
channel is occupied by a PU, whereas a missed detection occurs when a
CR wrongfully concludes that a channel is free. A false alarm wastes an
opportunity, while a missed detection causes harmful interference. PFA and
PMD denote the respective probabilities that these events happen, and they
are upper bounded in the 802.22 standard, which places further constraints
on the sensing performance. Related to PMD is the probability of detection
PD, with PD , 1 − PMD, which is sometimes more convenient to use.
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2.2 Spectrum Sensing

One can distinguish between several main categories of spectrum sensing.
There is no general consensus on the categorization; different categoriza-
tions can be found e.g. in [15, 17, 34]. In the following descriptions, the
goal is to decide whether a channel is free or occupied, using the following
notation: Y is the decision metric, λ the decision threshold, r[k] the k-th
sample at the output of the receiver, and K the total number of samples
taken.

2.2.1 Energy Detection

energy detection (ED) is the most straightforward way of spectrum sens-
ing. It measures the amount of energy (or power) in a frequency band,
and compares the result to a threshold λ to determine whether a band is
occupied or not:

Y =
1
K

K−1∑
k=0

|r[k]|2
occupied

≷
free

λ. (2.1)

Due to variance in the measurement, λ should be somewhat higher than
the noise power, but its exact value for given desired PFA and PMD depends
on the distribution of Y in both cases. The required number of samples
scales with O

(
1/SNR2

)
[35], which means that 3 dB lower SNR requires 4

times more samples for the same detection performance.1

2.2.2 Coherent Sensing

Many modulated signals contain certain characteristics (features) that can
be used to an advantage by a spectrum sensing device. Examples are the
strong carrier that is present in an ATSC-signal (analog TV in the US), the
packet preamble of a IEEE 802.11b packet, or the spreading sequence of a
waveform. One can correlate the received signal with the known waveform
at the sensing device, which is similar to the operation of a matched filter.
Basically, the following metric is calculated:

Y = R

(
K−1∑
k=0

yref[k]r[k]

)
occupied

≷
free

λ, (2.2)

where R (·) takes the real part, yref is the reference signal, and yref its
complex conjugate. If a signal is present and synchronization is somehow
established, r[k] is equal to yref[k] +n[k], with n[k] additive noise, and thus

E [Y] = E
[
|yref[k]|

2
]
. Without signal, E [Y] = 0.

Theoretically, the required number of samples scales with O (1/SNR)
[35], which is significantly better than the O

(
1/SNR2

)
scaling for ED. How-

ever, there is usually an initial penalty in SNR as the signal characteristic

1If f(x) = O (g(x)), then lim sup
x→∞ |f(x)/g(x)| < ∞ (Landau-notation)
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contains only a fraction of the total signal power. For example, in ATSC,
the pilot tone contains only about 10% of the total power. This means that
for medium to high SNR, ED may actually be faster than coherent sensing.

Coherent sensing requires synchronization, and specific knowledge of
the signals to be detected. Moreover, it requires a different matched filter
for each type of signal, which can make it very complex and less suitable
for use in arbitrary frequency bands.

2.2.3 Cyclostationary Sensing

Cyclostationary sensing exploits the cyclostationary features of modulated
signals, and is sometimes also referred to as feature detection. These
features are caused by periodicity in the signal or in its statistics, such
as the symbol rate, the use of a cyclic prefix (CPr), or the use of pilot
sequences. Cyclostationary sensing is quite involved mathematically. Here
only an example will be shown; more information can be found in [34] and
references therein.

An OFDM-signal r(t) with CPr is cyclostationary with period T0 equal
to the OFDM-symbol time including CPr. Then

γr(t, τ) = γr(t+ T0, τ) γr(t, τ) , E
[
r(t)r(t+ τ)

]
, (2.3)

with γr(t, τ) the autocorrelation function of r(t).
Assume the signal is being sampled during L symbols, with exactly N

samples per symbol. Of these N samples, S samples cover the data symbol,
and thus N − S the CPr. As the CPr is a copy of the last samples of the
OFDM-symbol, the discretized version of γr(t, τ), γr[k, τd], is definitely
nonzero for τd = S for some k. This γr[k,S] can be estimated as

γ̂r[k] = r[k]r[k+ S],k ∈ [1, (L− 1)N]. (2.4)

Due to the cyclostationary nature of the signal, E [γ̂r[k]] = E [γ̂r[k+N]],
thus a better estimator is

γ̃r[k] =
1
L

L−1∑
l=0

γ̂r[k+ lN],k ∈ [1,N]. (2.5)

The CPr usually takes between 1% and 20% of an OFDM-symbol. The
absolute start time of the CPr is not known in advance, so it is not certain
for which k ∈ [1,N] the estimator γ̃r[k] will yield non-zero value(s). A
decision metric could be (alternatives are given in [34])

Y = max |γ̃r[k]|
occupied

≷
free

λ. (2.6)

If there is only white noise present, E [Y] = 0, which makes this technique
robust to uncertainty in the noise level. The periodicity itself may be
unknown, which would require an additional search.
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Table 2.2: Qualitative comparison of spectrum sensing categories.

ED Coherent sensing Cyclostationary sensing

Requires signal knowledge no yes noa

Can classify signals no yes yes
Works for any signal yes no no

Distinguish man-made noise no yes yes
Number of samples required O

(
1/SNR2

)
O (1/SNR) O

(
1/SNR2

)
Computational complexity low high high

Sensitive to noise uncertainty frequency offset sampling clock offset
a Knowledge does significantly help in reducing complexity

The benefit of cyclostationary sensing is that the obtained periodicities
can be used as a fingerprint for signal classification. In order to detect these
cyclic frequencies, the signal often needs to be significantly oversampled.
Nonlinearities in the frontend and cyclostationary noise may introduce
spurious cyclic frequencies [17]. Moreover, cyclostationary sensing is sensi-
tive to frequency offset and jitter, and the available averaging time depends
on the coherence time of the channel. Similar to coherent sensing, it also
requires a significant amount of processing.

2.2.4 Cooperative Sensing

In cooperative sensing, several SUs combine their findings to arrive at a
more reliable decision. This can be essential in severe fading environments:
if the SUs are sufficiently far apart, it is much less likely that they are all
in a fading dip. Hence, PMD (and/or PFA) decreases significantly. The
final decision can be based on hard decisions (e.g. a majority vote), or
on soft decisions (including additional information). There will be some
trade-off between the final decision quality, the required processing, and
the required communication overhead.

Cooperative sensing can be added to further increase the detection
performance of individual spectrum sensor nodes. Although its importance
is noted, the development of cooperative sensing is more or less orthogonal
to sensing at an individual node. This topic is considered outside the scope
of this work; the interested reader is referred to [15, 17] and references
therein.

2.2.5 Discussion

The different categories are qualitatively compared in table 2.2. The regu-
lations only require a decision that a channel is either ‘free’ or ‘occupied’.
However, according to [15], spectrum sensing “also involves determining what
types of signals are occupying the spectrum including the modulation, waveform,
bandwidth, [and] carrier frequency”. This additional information potentially
allows a more efficient use of white space.
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Figure 2.1: Mean man-made noise levels measured at different locations,
with as reference the thermal noise power level kBTK (Adapted from: [37]).

It can be advantageous to perform some preselection of which bands
to scan, how frequently, and with what duration. These parameters could
be optimized based on (inferred) knowledge or learning of PU-behavior,
with regulations, such as set by the FCC, as constraints. This optimization
is however considered outside the scope of this thesis.

Of the categories discussed, ED is the only option if a solution is sought
that can be applied in arbitrary frequency bands without having any knowl-
edge of the signals that could be present. However, in TVWS, man-made
noise can be significant [36], and ED cannot distinguish between a PU and
man-made noise. Besides black-body radiation (the source of the com-
mon reference kBTK which is equal to −174 dBm/Hz at room temperature),
there are many active radiators present. Some radiators are natural, such as
lightning or stellar objects (an antenna aimed at the sun yields tremendous
amounts of noise). Many man-made noise sources exist as well, either
intentional (e.g. transmitters), or unintentional, such as lossy cables, spark
plugs and electric fences. The sum of all these different man-made sources
appears as additional thermal noise to the receiver. The power of this
man-made noise is often described as a NF in dB, with as reference the
thermal noise power level kBTK, using the symbol NFa.

Man-made noise can dominate thermal noise: ITU measurements
showed that around 5 MHz, NFa can have a time-average value of 55 dB
in a city environment, and in the TV-bands around 200 MHz and 400 MHz,
it can average 30 dB [38]. Peak values can even be much higher than these
average values [39, 40]. Due to a variety of reasons (propagation character-
istics, transmitter power levels, spectral occupation, etc.), man-made noise
levels decrease with increasing frequency. Judging from [40], the mean
man-made noise level is below kBTK for frequencies above 2 GHz. Some
measurement results of another campaign are shown in fig. 2.1, which
corroborates those observations. These results suggest that ED for a PU in
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Figure 2.2: Power of the strongest TV-signal per 6 MHz TV-channel at
locations in the USA. Channels 2–6 are in the VHF-low band (54–88 MHz),
channels 7–13 in the VHF-high band (174–216 MHz) and channels 14–51
in the UHF-band (470–698 MHz). (Sources: Microsoft [41] and Shared
Spectrum Company [42–44])

TVWS (or any frequency below a few GHz for that matter) at the sensing
limits as required by the FCC, does not make any sense at all. Exploitation
of known signal characteristics is thus required to meet FCC-regulations.

This does not mean that ED should therefore be discarded. In fact, the
focus of this thesis is on ED: measuring the spectral content of the incoming
signals, only considering time and frequency as degrees of freedom. In
fact, the focus of this thesis is on ED: measuring the spectral content of
the incoming signals, only considering time and frequency as degrees of
freedom. The detection limit (as set by regulations) to decide between
‘occupied’ and ‘free’ implicitly takes care of the space dimension, as the
received signal power decreases for higher distance. In order to better
motivate the choice for ED in section 2.4, implementation considerations
are discussed first.

2.3 Implementation Considerations

An implementation of ED for DSA should comply with regulations as dis-
cussed in section 2.1. Typically, with static frequency allocation, a standard
also defines the type of blockers to expect at certain frequency offsets. In
CR, the radio spectrum is unknown a priori. However, in order to derive
specifications, it is important to get at least a rough idea of what to expect.

Fig. 2.2 shows the power of TV-signals at several locations in the USA.
The data from Microsoft Research is obtained from their online White-
FiFinder, which is a web-interface that calculates signal strength based on
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transmission tower information (March 2010) in combination with Longley-
Rice propagation models and terrain elevation data [41]. The data from
Shared Spectrum Company (SSC) is based on measurements in the field,
performed in the years 2004 and 2005. The measurements from SSC were
performed with a standard SA, and the results in fig. 2.2 have been ob-
tained by a rough estimation based on the graphs presented in [42–44]. The
noise floor of the SA obscures signals below roughly −100 dBm in 6 MHz.
The measurement and simulation results should therefore not be directly
compared; what is of interest here is the general picture.

Major cities have many occupied TV-channels, including some with
high power levels. In New York, simulated TV-signals reach levels around
−15 dBm, while the strongest measured signal is at −20 dBm. In Chicago,
measurements and simulations show several channels above −10 dBm,
with the highest measured power at 0 dBm. At the other extreme, mea-
surements in the West-Virginia National Radio Astronomy Observatory
(NRAO) radio-quiet zone show a very low occupancy, and only a single
channel with a power above −80 dBm. This −54 dBm signal may be an
erroneous measurement, as the spectrum (see [44]) does not look like a
TV-signal.

The good agreement in maximum power and overall occupancy sug-
gests that the data obtained from the WhiteFiFinder provides a good picture
of what to expect. For example, in a small city like Ithaca, NY, which has
no major cities in the vicinity, signal powers between those of the major
cities and NRAO are received. Simulation results from other towns (not
shown here) confirm this trend.

2.3.1 Specifications

The sensing device is allowed to occasionally make mistakes (see table 2.1),
so the dynamic range (DR) requirements can be reduced by ignoring sit-
uations that rarely occur, such as a 0 dBm input power. However, from
fig. 2.2 one might wonder what could then be a reasonable upper limit.
Since most people live in a city, it could be reasonable to take −15 dBm or
−20 dBm as maximum channel power. To show the impact of this choice
of maximum channel power, the performance requirements, based on the
FCC-regulations from table 2.1, of an (integrated) SA using ED are derived
for several maximum channel powers and shown in table 2.3. As a refer-
ence and to show that some of these requirements are really tough, the
performance of some state-of-the-art commercial SAs are also listed.

The useful frequency range for operation would be roughly from
50 MHz to 6 GHz. Below 50 MHz, antennas become too large or ineffi-
cient, while above 6 GHz, line-of-sight-communication becomes a must,
which is not desirable for mobile communications.

PUs in TVWS occupy 200 kHz to 8 MHz in bandwidth, but PUs in other
bands may use any amount of bandwidth. Because a lower bandwidth
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Table 2.3: Desired performance of the integrated SA to comply with FCC-
regulations, and comparison with state-of-the-art commercial SAs (typical
values given for 0 dB input attenuation, and (optional) pre-amplifier off).

Spectrum Frequency DANL FoM Phase HR RBW
Analyzer Type Low High Power IIP3 [dBm SFDR Noise [dB] Low High Price

a Modelb c [kHz] [GHz] [W] [dBm] /Hz] [dB] [dBc/Hz]d [Hz] [MHz] ke

D 0 dBm IC 57 57 -169 114
D −10 dBm IC 42 42 -159 104
D −15 dBm IC 50000 6.0 0.05 35 -174 35 -154 99 10000 20 0.001
D −20 dBm IC 27 27 -149 94
D −30 dBm IC 12 12 -139 84

A PXA-N9030A B 0.003 3.6 450 22 -162e 10 -146 ? 1 8 42
R FSU3 B 0.02 3.6 130 25 -157 8 -146 ? 10 20 39
T RSA6106B B 9 6.2 450 20 -151 -3 -133 ? 0.1 8 58
A N9342C H 100 7.0 15 10 -145 -19 -119 ? 10 3 10
R FSH3 H 100 3.0 7 14 -144 -16 -120 ? 100 1 7
T SA2600 H 10 6.2 ? 7 ? ? -110 ? 10 3 20
S HF-60100 V4 H 1000 9.4 6 ? -155 ? ? ? 1000 50 1.5
C RFeye Node M 10000 6.0 15 20 -164 10 -115 ? 18 1.2 15
H USB-SA44B P 0.001 4.4 2.2 3 -144 -27 -135 ? 0.1 5 0.9
a Agilent, CRFS, Desired, Rohde & Schwarz, SPECTRAN, Signal Hound, Tektronix
b For the desired implementation, the maximum assumed channel power is denoted here
c Benchtop, Handheld, single IC, (outdoor) Monitoring, PC required for processing
d At 1 MHz offset (from specification or calculated assuming 1/f2 dependency).
e With NFE enabled (otherwise, DANL = −154 dBm/Hz).

means a lower datarate or more power per bit, and requires a longer
sensing time, a practical lower limit on resolution bandwidth (RBW) could
be 10 kHz. At the other extreme, 20 MHz covers most commonly used
standards, with Ultra Wideband (UWB) and radar as notable exceptions.

The sensitivity of a SA is often thought to be equal to its displayed
average noise level (DANL). This is not true: with averaging and a reason-
able estimate of the DANL, it is possible to detect signals below the noise
floor, as will be shown in chapters 3 and 7. If it is assumed that signals
of 8 dB below the noise floor can be detected (such a power will raise the
measured power by 0.6 dB), the required DANL will be −174 dBm/Hz.
The distortion products in the SA should not be larger than −114 dBm to
avoid obscuring the weak signals. If two signals of −20 dBm enter the re-

(a) (b) (c) (d)

Figure 2.3: Examples of SAs (scale roughly 1:20): (a) Agilent PXA-N9030A,
(b) Rohde & Schwarz FSH3, (c) Spectran HF-60100V4, and (d) Desired
(scale 1:1)
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ceiver, this means the input-referred third-order intermodulation intercept
point (IIP3) must be at least −20 + (−20 − (−114))/2 = +27 dBm. Similar
calculations for other input powers result in the values shown in table 2.3.

Phase noise manifests itself mostly around strong input signals [45]; the
phase noise side skirts around a −20 dBm signal must not have more power
than −114 dBm integrated over 6 MHz bandwidth to avoid obscuring the
signal to be detected. If it is assumed the TV-signal can be modeled as
a sinewave in the middle of the TV-channel, the phase noise has to be
integrated from 3 MHz to 9 MHz offset from the carrier. At this frequency
offset, it may be reasonable to assume the skirts fall off at 20 dB per decade
frequency offset. Therefore, at 6 MHz offset, this requires a phase noise
level of less than −114−(−20)−10 log10(6 ·106)−2.5 = −164 dBc/Hz. The
2.5 dB term originates from the 1/f2 behavior over the range of integration.
Equivalently, it corresponds to −149 dBc/Hz at 1 MHz offset. Note that
this calculation assumes that the strong signals at the input are not filtered
out prior to downconversion.

It is instructive to compare this phase noise requirement with that
of some commonly used communication standards. Referred back to
1MHz offset, −100 dBc/Hz is required for DECT, −110 dBc/Hz for Wireless
Local Area Network (WLAN) and Bluetooth, −122 dBc/Hz for UMTS, and
−130 dBc/Hz for GSM [46, 47]. All of these requirements are significantly
lower than stated in table 2.3.

The −20 dBm signal could also be present at any harmonic frequency
of the local oscillator (LO). This means that the harmonic rejection (HR) of
all harmonics should be better than 114 − 20 = 94 dB.

The spurious-free dynamic range (SFDR), as will be explained in more
detail in section 2.3.2, combines the DANL, which limits the minimum
channel power due to noise contributions, and IIP3, which limits the maxi-
mum channel power due to distortion contributions, into a single number,
and is a measure of the range of signal powers that can be detected at
the same time. The DANL, and therefore the SFDR, depends on the RBW.
Since different PUs occupy different bandwidths, it is perhaps easier to
compare implementations based on SFDR by abstracting from the RBW.
Therefore, FoMSFDR is defined here as FoMSFDR , IIP3 [dBm] − NF [dB] =
IIP3 [dBm] − (DANL + 174) [dBm/Hz].

To get an idea of the size of modern SAs, fig. 2.3 shows a few exam-
ples. As a part meant to be included in many consumer devices, it is very
desirable to have the SA integrated as part of a larger IC, and it should
have a low cost, say below e1. It should be noted that for example the
Agilent PXA contains roughly 20 ICs, of which the analog ones use GaAs-
technology for high linearity (due to higher supply voltage) and low noise
(intrinsic to the technology). Moreover, it uses mechanical attenuators to
handle high power, to have low feedthrough and to have a high linearity.

The handheld SAs have a very limited thermal and power budget,
resulting in lower performance. These budgets are even tighter for a single
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Figure 2.4: State-of-the-art ADC-performance and comparison with the
desired DR = 100 dB and W = 6 GHz. (Source: [48])

integrated SA. To maximize battery operation, an integrated SA should not
consume too much power. A regular receiver consumes roughly 50 mW
and is therefore set here as the power consumption target of the SA.

2.3.2 Design Considerations

A SA processes the received signal to condition it for the power estimation
process. In commercial SAs, this conditioning typically includes amplifi-
cation, filtering, and frequency conversion. Apart from the final power
estimate, these are the same functions that a regular radio receiver also has
to perform. The power estimation can be done in the analog or the digital
domain; both approaches are used in commercial SAs. In both cases, but
especially when the power estimation is performed in the digital domain,
the analog functions of a regular receiver and a SA are very similar, except
perhaps for the specifications. For example, SAs typically have a higher
linearity and NF than radio receivers.

This section provides a brief overview of receiver design to introduce
some concepts related to receivers and SAs, and to show that a receiver is
not simply an antenna with an analog-to-digital converter (ADC).

Direct Digitization

With the tremendous performance improvement of digital circuits over the
years, one would like to do as much as possible in the digital domain. An
ADC placed directly behind the antenna can convert the received analog
signal to the digital domain, after which the demodulation or spectrum
sensing algorithms can be executed. The ADC would then require 17 bits at
a sample rate of 6 GS/s (assuming quadrature receivers), which is far from
the specifications of ADCs that exist today, see fig. 2.4a. If historical trends
are extrapolated, e.g. the observed doubling of bandwidth-resolution prod-
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  LNA ADC DSP

Figure 2.5: Block diagram of a direct-conversion receiver.

uct of ADCs every four years [49], such ADCs will become available only
as early as the year 2055.

Even if such an ADC would exist, the power consumption would be
somewhere between 16 W (assuming a very optimistic 10 fJ per conversion
step) and 1.6 kW (extrapolation of the current 1 pJ per conversion step), see
fig. 2.4b. This is far more power than desired (see table 2.3). Hence, filtering
and frequency conversion are generally used to alleviate the requirements
on the ADC.

Direct-conversion Receiver

A simplified diagram of a traditional receiver is depicted in fig. 2.5. After
the antenna, an external filter (often a surface acoustic wave filter) blocks
or significantly attenuates all signals outside the band of interest. The weak
signal to be received is then first amplified by a low-noise amplifier (LNA)
to make the noise contributions of subsequent stages insignificant; in other
words, the LNA tries to keep receiver NF low. Many integrated solutions
employ a direct-conversion architecture, so the LNA is followed by a
quadrature mixer to mix the signal to baseband. A low-pass filter removes
the high-frequency components, and the variable-gain amplifier amplifies
the signal to use as much of the input range of the ADC as possible.

Unlike a traditional receiver, a CR-receiver (and the SA) needs a wide-
band radio frequency (RF)-section and widely tunable internal frequency
generation, and has to operate without an external RF filter bank for cost
and size reasons. This makes the analog/RF part of a receiver significantly
more challenging. The spectrum sensing implementation may use a sepa-
rate receive chain and perhaps even a separate antenna (see e.g. [35]), but
it may also simply reuse the existing receiver. In any case, its performance
will be degraded by the same mechanisms that degrade the performance
of a CR-receiver.

Spurious-Free Dynamic Range

For faster spectrum sensing, one would like to sense multiple channels at
once. White space may be located just next to a very strong signal, so the
SA should have both a high linearity and a low NF. An LNA can ensure
low NF, but the amplified strong signal may cause the receiver to enter the
nonlinear region, or even clip to the supply voltage.
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Figure 2.6: Simulation of a SA with NF=5 dB and IIP3=+1 dBm. The RBW
is 100 kHz for a SFDR of 80 dB. Because of the limited SFDR it is not
possible to detect all input signals at the same time.

The SFDR defines the difference in decibels between the strongest and
weakest signal that can be detected at the same time [50].2 Thus, the SA
requires a high SFDR. The SFDR is limited by non-linearity and noise,
but also by any spurious components (‘spurs’), e.g. from the phase-locked
loop (PLL) or from harmonic downmixing. If the spurs can be reduced
to negligible levels, and IIP3 is the limiting linearity factor, the following
equation for SFDR can be derived [50, 51]:

SFDR =
2
3
(
IIP3 − NF − 10 log10 RBW + 174

)
[dB]. (2.7)

A lower RBW means that less noise power will be present in such a band,
and hence the SFDR increases. The useful increase in SFDR by lowering
RBW is limited by the bandwidth of the signals to be detected; at some
point, the signal power will also drop, such that the SNR is not further
increased when RBW is lowered. (2.7) assumes that the input signal can
be attenuated to a level where the intermodulation components are at the
same level as the noise floor.

The balancing of noise and intermodulation products is illustrated in
fig. 2.6. Here it is assumed that the gain control is implemented by an
attenuator at the input of the SA. When the linearity is limited by the
LNA, it can only be improved by attenuating the signal in front of the LNA.
Assuming a matched system and an ideal attenuator, xdB of attenuation
raises both NF and IIP3 by xdB. At the input of the SA (top-left), six sine
waves are present (circles indicate their power levels for easy reference).
At the output, the spectrum looks quite different and depends on the at-
tenuation (the power levels are referred to the antenna input). At low

2Definitions of SFDR differ between research fields and even between authors in the same
field. Here the definition for the SFDR in SA-datasheets is used.
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attenuation (bottom-left), the strongest signals generate many intermod-
ulation products, which may lead to false alarms. At high attenuation
(top-right), the increased noise obscures weak signals, which may generate
missed detections. Even at the optimum attenuation (bottom-right; 29 dB
here) where the noise and distortion products are at the same level and the
SFDR of (2.7) is obtained, some signals cannot be detected.

The optimum attenuation AdB,opt can be calculated quickly and easily in
the digital domain, as the SA roughly knows its NF and IIP3, and the strong
input signals are readily detected. Assuming two input signals with power
Pin,max dBm, the strongest third-order intermodulation (IM3)-component is
at Pin,max − 2(IIP3 + AdB − Pin,max dBm), while the noise floor is at −174 +

NF + RBW + AdB dBm. Equating these two results in:

AdB,opt = Pin,max −
2
3

IIP3 −
1
3
(−174 + NF + RBW) [dB]. (2.8)

If signals several dB below the noise floor can be detected, or intermodula-
tion products can be predicted and (partially) corrected for, AdB,opt may be
different. Nevertheless, the principle of balancing between the noise and
distortion peaks remains the same.

Harmonic Rejection

Ideally, the desired signal is downconverted by multiplication with an
exponential signal (the LO, with LOideal = exp(j2πfLOt)). In practice, the
mixer output will also contain the signals that were present at higher
harmonics of the LO, because the mixing is performed with non-linear
components and/or time-variant systems.

In modern receivers, a square-wave-like digital LO is often used. One
reason is that a digital square wave results from employing digital tech-
niques to generate an LO. Another reason is the good performance of
hard-switching passive mixers, which are simply switches in the signal
path that are turned on and off by a digital LO. MOS-devices are very good
at switching, and will only get better as technology improves. Moreover,
passive mixers do not carry DC-current, and therefore suffer far less from
flicker noise.

Mathematically, for a quadrature square wave with amplitude ±1:

LOsq(t) =
4
π

∑
h∈Z

1
4h+ 1

ej(4h+1)2πfLOt

=
4
π

LOideal(t) +
4
π

∑
h∈Z\{0}

1
4h+ 1

ej(4h+1)2πfLOt.
(2.9)

The LO has essentially become a parallel combination of multiple LOs. The
3rd harmonic is only 10 dB weaker than the fundamental; in other words,
the HR of the 3rd harmonic, HR3, is only 10 dB.

The lack of an external filterbank results in signals present at those
harmonic frequencies to be downconverted as well. This is known as
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Figure 2.7: Required gain and phase accuracy for a certain amount of IR.

harmonic downmixing. A SA with poor HR trying to sense at 300 MHz
will mistakenly identify it to be occupied when a strong signal is present at
900 MHz, leading to a false alarm.

The image (the −1st harmonic) is rejected by properly combining the I-
and Q-signals after downconversion. In practice, the I- and Q-signals are
not perfectly 90◦ out of phase and have not experienced exactly the same
gain. If this imbalance is referred back to the LO, it can be modeled as

LOIQ-imbalance(t) = cos (2πfLOt) + j(1 + ∆g) sin (2πfLOt+ ∆φ)

= LOideal(t) +
1 − (1 − ∆g) e−j∆φ

1 + (1 + ∆g) ej∆φ
e−j2πfLOt.

(2.10)

The image rejection (IR) can be calculated as a function of gain error
(20 log10(1 + |∆g|)) and phase error (|∆φ| · π/180), as shown in fig. 2.7.
For 90 dB IR, a maximum gain error of 0.0005 dB and phase error of 0.003◦

is required.
In direct-conversion receivers, the 30 dB to 40 dB of IR (= HR−1) that is

readily obtained is often sufficient, as the image has the same power as the
signal. However, when a SA analyzes several channels at once to speed
up the detection process, the image of a channel can be another channel,
which could contain a much stronger signal. Therefore, the IR should be as
good as the rejection of the other harmonics.

Frequency Generation

Frequency conversion requires an LO, which needs to be generated some-
how. Most standards, such as GSM and WLAN (but with the notable
exception of UWB), have an RF-bandwidth less than 10% of their center
frequency. A low-power LC-oscillator can then be implemented with good
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phase noise characteristics, and made tunable with some variable capaci-
tors to cover the whole band. Integrated inductors are, however, relatively
large; an inductor easily occupies 200µm by 200µm, an area which can
also house a (simple) microprocessor in modern CMOS-technology.

For these oscillators, a tuning range of more than 15% is possible, but
there is a trade-off between tuning range and phase noise. A wideband
receiver with many tunable LC-oscillators in parallel would become too
bulky and expensive. Moreover, integrated inductors do not work well
below 1 GHz and have issues related to magnetic coupling. A possibility
is to make a very high frequency oscillator, and divide this frequency by
2, 3, 4, 5, etc. to cover all the desired frequency bands. With 10% tuning
range, the oscillator must then be running in the order of 100 GHz to cover
all frequencies below 10 GHz. This is challenging and tends to result in
high power consumption. Ring-oscillators, on the other hand, are more
easily tunable and can operate at low frequencies. However, they require
an order of magnitude more power for the same noise performance.

Due to process spread, both types of oscillators require a reference
frequency (usually an external crystal with a frequency below 100 MHz)
for sufficient absolute frequency accuracy. One usually employs a PLL
to connect the low-frequency crystal with the higher-frequency voltage-
controlled oscillator (VCO). It has been shown that doubling the power
in the PLL can reduce the PLL noise by 3 dB [52]. This suggests that with
enough power available, the phase noise can be reduced to arbitrary low
levels. However, at some point the noise of the reference becomes the
limiting factor. The noise from the reference is reduced (filtered) outside
of the bandwidth of the PLL, so there may be a possibility to reduce the
PLL-bandwidth. This idea is, however, not further explored in this thesis.

At lower frequencies (up to several GHz), a direct digital synthesizer
can be used, which consists of a frequency reference and digital logic. Fol-
lowed by a digital-to-analog converter (DAC) and reconstruction filter,
any frequency can be generated with a resolution set by the reference fre-
quency. It has the additional advantage that it can change its frequency
almost instantaneously. The downside is the relatively high power con-
sumption and the presence of spurious frequency content due to the digital
implementation.

2.3.3 State-of-the-art Integrated Solutions

The concept of DSA is relatively new, and only a few publications tar-
get the analog implementation of spectrum sensing functionality. These
publications will be briefly discussed here.

Spurious-Free Dynamic Range

With respect to SFDR, reducing the gain of the receiver when the sensing
performance is limited by distortion, and increasing it when it is limited
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Table 2.4: Wideband CMOS-receiver performance overview

Reference Node RF Freq. Power Gain NF IIP3ib IIP3ob OIP3ib FoMSFDR

[nm] [GHz] [mW] [dB] [dB] [dBm] [dBm] [dBm]a [dB]

Soer [53] 65 0.2–2.0 67 19 6 11 30 5
Ru [54] 65 0.4–0.9 60 34 4 4 16 38 0

Greenberg [55] 80 0.04–1.0 440 3 -15 -18
Murphy [56] 40 0.08–2.7 78 70 2 -22b 14 48b -24
Youssef [57] 65 0.1–2.5 62 30 8 -20 20 10 -28

Andrews [58] 65 0.1–1.0 50 70 4 -67 25 3 -71
a A dBm-scale may not be the most appropriate for out-of-band IIP3 as the impedance

differs from 50Ω. However, it can be defined as the power available from a source
with 50Ω output impedance: a receiver with high-ohmic input impedance then sees
double the voltage.

b Measured just outside IF-bandwidth; true IIP3ib and OIP3ib expected to be worse.

by noise, seems the obvious solution. In the extreme, the LNA is bypassed
entirely, which allows very linear receiver implementations at the cost of
NF, as e.g. in [53] (NF = 6.5 dB, IIP3ib = +11 dB).3 An alternative is to stay
in the current domain for as long as possible, as done in [54] (NF = 4 dB,
IIP3ib = +4 dBm, IIP3ob = +16 dBm)3, such that the first significant voltage
swing occurs at IF where linearity can be improved using feedback. In both
cases, final linearity is limited by IF-circuitry.

Table 2.4 gives an overview of the performance of some wideband
CMOS-receivers in terms of NF and IIP3, and the SFDR calculated from NF
and IIP3ib. Since a completely integrated solution requires some variable
gain, it is hard to directly compare NF and IIP3: the change in NF and
IIP3 depends on where the gain is changed. Therefore, it can be useful to
also compare OIP3ib. Furthermore, many solutions are targeted towards
single-channel selection, where IIP3ib may be less of a concern than IIP3ob.
Nevertheless, these numbers show that no implementation comes even
close to the FoMSFDR derived in table 2.3.

Harmonic Rejection

Weldon [59] tackles the problem of HR by combining several mixers in such
a way that the total conversion wave looks more like a sine wave. The basic
idea is depicted in fig. 2.8. It separately amplifies the (differential) input
signal with three (differential) amplifiers, with a relative gain of 1,

√
2, and 1.

It then mixes the amplifier outputs down with a multi-phase LO, such that
the (even harmonics and the) 3rd and 5th harmonics are canceled, leaving
the 7th harmonic as the first uncanceled one. Mismatch limits the rejection
of the 3rd and 5th harmonics to typically 30–40 dB [54, 56, 58]. Nevertheless,
the suppression strongly relaxes RF-filter requirements, allowing a few

3The in-band IIP3 is denoted with IIP3ib, and out-of-band IIP3 with IIP3ob. In-band
means both signals and IM3 products fall within the intermediate frequency (IF) or baseband
range, while out-of-band means that both signals are outside of the IF or baseband range,
with the IM3-product falling in-band.
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Figure 2.8: A HR-mixer removes several harmonics of the LO, including
the 3rd and 5th, to mitigate harmonic downmixing.

external wideband filters, or lower-Q integrated filters, to further reduce
the signals at these higher-order harmonic frequencies.

A two-stage technique based on the same principle is presented in [54],
robustly obtaining 60 dB HR. To accurate define the different LO phases,
the power consumption is high. A HR of 80 dB is obtained by adaptive
interference cancellation, as also demonstrated in [54]. Alternatively, a
tracking filter can be used in combination with a HR-mixer [55, 60]. Back-
ground calibration in combination with calibration signals can further
improve overall HR and IR [55].

An overview of the HR-performance of several state-of-the-art receivers
is shown in table 2.5. Virtually all of them are zero-IF receivers and do not
care about IR, while only one of them explicitly cares about the 7th and
9th harmonic, all of which are important for a wideband CR. Clearly, all
results are still far away from the HR-requirements of table 2.3.

Frequency Generation

As discussed, LC-oscillators exhibit significantly lower phase noise than
ring-oscillators, but have only limited tuning capability. To save chip area,

Table 2.5: HR-performance of several state-of-the-art CMOS-receivers

Reference Node Cal Freq Power IR HR2 HR3 HR4 HR5 HR6 HR7 HR8 HR9

[nm] a [GHz] [mW] [dB] [dB] [dB] [dB] [dB] [dB] [dB] [dB] [dB]

Greenberg [55] 80 Y 0.04–1.0 440 65 65 65 65 65 65
Cha [60] 180 Y 0.05–0.9 140 72 70 60 60
Ru [54]b 65 N 0.4–0.9 60 62 60 62 63 62
Ru [54]c 65 N 0.4–0.9 60 64 36/80d 64 38/80d 64

Zhang [61] 65 N 0.05–0.2 8/?e 56/76e 56/75e

Andrews [58] 65 N 0.1–1.0 50 35 43
Ryu [62] 130 N 0.04-0.9 60 69

Murphy [56] 40 N 0.08–2.7 78 35 43
a Calibrated: yes (Y) or no (N)
b In the two-stage HR-scheme
c In the one-stage HR-scheme with adaptive interference cancellation
d Either the 3rd or the 5th harmonic is suppressed by 80 dB
e Without/with tracking filter enabled
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Figure 2.9: Nested inductors with sign-change option of the mutual cou-
pling is area-efficient and allows dividers to run at a lower frequency [63].

without sacrificing frequency coverage, one can use two LC-oscillators,
each tuned to such a frequency that any desired frequency can be obtained
by selecting the appropriate oscillator in combination with an appropriate
division ratio. In [63], this idea is taken one step further by using nested in-
ductors, as shown in fig. 2.9a. By changing the sign of the mutual coupling
between the inductors via a mode select bit, the LC-oscillator oscillates
at either 14 GHz or 17.5 GHz. With 14% tuning range (not implemented
in [63], but the principle is shown in fig. 2.9b) and integer frequency di-
vision, this bimodal oscillator covers all frequencies below 10 GHz. Even
without this tuning, though, the phase noise is between −91 dBc/Hz to
−120 dBc/Hz at 1 MHz offset, which is far from the specifications listed in
table 2.3.

Phase noise and spurs impair the spectrum sensing process, and both
should therefore be kept sufficiently low [64]. One of the best PLLs in
terms of phase noise and spurious tone performance is presented in [65]. It
uses an integer-N division for low spurs, adds spur-reduction techniques
to suppress spurs below −76 dBc, and consumes 3.8 mW at f = 2.21 GHz
for an integrated jitter of 0.3 ps [52]. It exhibits a constant phase noise of
−120 dBc/Hz up to 6 MHz frequency offset.

Dividing the output frequency by N reduces the noise power by N2 [52].
If a center frequency of 550 MHz is assumed (in the middle of TVWS), the
phase noise of [65] reduces to −136 dBc/Hz. Integrating this over 6 MHz
bandwidth gives −68 dBc, which for the −20 dBm input signal scenario of
table 2.3 is still 26 dB short of the requirements. Assuming power scaling is
possible (which is highly questionable for an integrated LC-oscillator, due
to the parasitic resistance and the three-dimensional magnetic field of an
inductor), the required power consumption becomes a prohibitive 1.5 W.

It must be noted, that even an expensive high-performance crystal
oscillator (with buffer), e.g. the 55 MHz $500 Wenzel Sprinter, exhibits
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−170 dBc/Hz of phase noise in the MHz-range offset. Integrating this over
6 MHz at 550 MHz gives −82 dBc of phase noise power in the adjacent
channel, which is still 12 dB short of the −20 dBm scenario. However, the
noise may be caused by the buffer electronics, so there may be a way to
reduce this noise further by spending more power. Clearly, it would be
very desirable to have an alternative solution to reduce the phase noise
requirements listed in table 2.3.

Analog Solutions for DSA

In this section, solutions proposed in literature, aiming to improve the
analog part of ED, are briefly discussed.

RSSI-detectors have been around for quite some time, and are mainly
used in a feedback loop for automatic gain control. Received Signal
Strength Indication (RSSI)-detectors usually consist of a cascade of gain
stages (limiting amplifiers), each followed by a rectifier. The outputs of
the rectifiers are summed and low-pass filtered, resulting in a (near)-DC
voltage indicating the input power. In principle, RSSI-detectors can be
considered single-channel SAs, with an output equal to the total input
power of the detector. RSSI-detectors often use logarithmic amplification
for high DR. The RBW is usually determined by the receiver frontend. The
typical DR is 60 dB to 80 dB with a relative error of ±1 dB.

An interesting variant in the context of DSA is proposed in [66]. Here,
the rectifiers are programmable to provide several gain settings. In this
way, the DR and sensitivity of the detector can be traded off depending
on input conditions. With all the different settings of the detector and
the frontend of the receiver, signals up to +18 dBm can be detected. The
RBW is determined by the frontend and is selectable between 0.2 MHz and
30 MHz. At minimum RBW, the maximum sensitivity is −83 dBm, limited
by the maximum gain of the detector.4 The receiver NF of 5–8 dB suggests
there is more sensitivity to be obtained by adding more amplifier stages in
the RSSI-detector.

Analog windowing is proposed in [67] to reduce the requirements on
analog filters. Ideally, an ADC captures a large chunk of spectrum, after
which e.g. a fast Fourier transform (FFT) is used to process all the channels
inside this chunk in parallel to minimize measurement time. As is well
known, an FFT suffers from spectral leakage due to the truncation in
the time domain. Therefore, the digital samples are often windowed to
reduce this effect: windowing has a filtering effect. Windowing the input
signal can also be done in the analog domain using an analog multiplier or
correlator, which is proposed and implemented in [67].

4Personal communication with Masaki Kitsunezuka.



29

C
H

A
P

T
E

R
2.

D
Y

N
A

M
IC

SP
E

C
T

R
U

M
A

C
C

E
SS

&
SP

E
C

T
R

U
M

SE
N

SIN
G

 LNA

IF-part of receiver

PLL

RF

DWG DAC


T

0
dt | · |

2
 

(a) Block diagram of implementation in [67]
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Figure 2.10: Analog windowing to reduce analog filtering requirements.
The receiver and SA share the RF-part, but have a separate baseband
implementation. (Adapted from [67])

A block diagram is shown in fig. 2.10a. Integrated together with a
CMOS UHF-band receiver (also presented in [67]), the SA shares the
RF-part with this UHF-receiver, but uses a separate baseband path in-
cluding the analog windowing. The output of the digital window gener-
ator (DWG) (a digital memory) is converted to the analog domain by a
DAC and low-pass filter, as shown in fig. 2.10a. This digital generation
allows the characteristics, such as bandwidth, window length, and out-
of-band suppression to be very flexible, reducing or eliminating the use
of bulky analog filters. The measured suppression of adjacent channels is
35 dB (as opposed to the 13 dB that would be expected if no filtering was
used, as shown in fig. 2.10b). The measured sensitivity is −74 dBm with a
100 kHz cos4 window. The sensitivity is likely limited by the noisy analog
correlation process. The DWG consumes 29 mW and the correlator 14 mW.

Channelized receivers are discussed by [68] in the context of UWB. By
handling several separate frequency channels in parallel in the analog
domain, the requirements per path and per ADC are relaxed. When each
path is used for single-channel sensing and uses a zero-IF architecture, each
channel becomes its own image: IR problems are relaxed. This approach
is taken in [69], where a 16-point analog FFT is implemented exploiting
charge-sharing between capacitors. Mismatch limits the achieved signal-to-
noise-and-distortion ratio to around 45 dB. The performance improvement
will be limited due to the poor scalability of this approach: each path
requires a different LO-frequency and additional chip area for filtering.

Detection by VCO-locking is proposed by [70]. The VCO is locked by
the input signal, and subsequent circuitry allows the locking to be de-
tected, effectively detecting the input signal. In this way, the prototype
implemented in 0.18µm CMOS is able to detect sine-like signals down to
−75 dBm. However, it is unclear how well it can detect more noise-like sig-
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nals such as OFDM. Moreover, weak signals will probably not be detected
in the presence of a strong one, as the VCO will lock to the strongest signal.

Mimicking of the human cochlea is proposed by [71], inspired by the
120 dB of DR at only 14µW power consumption of the human cochlea.
The prototype covers the spectrum from 600 MHz to 8 GHz. It has expo-
nentially spaced output channels based on a tapered transmission line,
and processes all channels in parallel. Where the power consumption and
number of stages in the FFT scale with N logN, N being the number of
output channels, they scale with N for the cochlea. Implemented in 0.13µm
CMOS, the tapered transmission line is approximated using lumped ele-
ments. The chip consumes 300 mW, has 50 output channels, and occupies
4.5 mm2. Due to the lumped-element implementation of transmission lines,
the implementation is very inflexible w.r.t. RBW, number of stages, etc.
Also, the measured channel selectivity is very low: low frequencies give
−20 dBc responses in the high-frequency stages.

Low-power low-resolution autocorrelation for built-in self-test (BIST)
is patented by [72]. The goal is an integrated CMOS-SA for BIST to “1)
minimize the amount of on chip analog signal processing and 2) minimize the
complexity of a spectrum analyzer possibly at the expense of time required to
measure the spectrum.” The way to achieve this is “based on that of digital
autocorrelation of coarsely quantized signals.” The autocorrelation function
thus obtained can be internally or externally Fourier-transformed to obtain
a spectrum estimate. Coarse quantization tends to introduce spurious
components (see appendix A), but the nonlinear quantization process
can be inverted when all input signals are known to have a Gaussian
distribution, see e.g. [73]. This latter requirement is something that seems
to have been missed by the authors of [72].

Concluding Remarks

It is highly unlikely that a CMOS-implementation can achieve the desired
performance of table 2.3. Even the benchtop SAs, which are optimized for
performance, do not achieve any of the requirements besides RBW and
RF-range. The most important identified shortcomings are the SFDR, the
phase noise performance, and the HR.

2.4 Motivation for Energy Detection Spectrum Sensing

Current regulations in TVWS impose extremely tough requirements on the
spectrum sensing receiver, which are unlikely to be met by an integrated
CMOS-solution employing ED. Furthermore, it was argued that man-made
noise in TVWS will make detection of very weak signals impossible using
ED. Each argument by itself may be enough to refrain from using ED for
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DSA, so why is this still pursued in this thesis? A counterargument is that
some form of hierarchical sensing may be used: strong signals are easily
detected with ED, and, assuming they exist, algorithms more resilient to
the non-idealities of the spectrum sensing receiver may be used to zoom in
on certain parts of the spectrum.

There are, however, much stronger arguments. It is important to stress
that the regulations in TVWS are the only regulations currently available for
DSA. Since DSA is a rather new concept, the PUs actively object against any
threat of interference, which has resulted in these extreme requirements.

It is, however, not unlikely that DSA will be employed in many more
bands in the future. To refrain from infrastructure demands, spectrum
sensing then seems to be the only solution. ED is able to work in any
band without prior knowledge of the signals in that band. With the ever-
increasing demand for wireless capacity and the notion that interference
tolerance of PUs greatly enhances overall capacity, the detection limits
can be significantly relaxed. At multi-GHz frequencies, where most of the
usable radio spectrum is, man-made noise is significantly less important,
especially in the context of higher detection limits.

Moreover, modern communication signals are getting closer and closer
to maximum entropy, and thus to a Gaussian probability density function
(pdf) according to information theory, for which ED performs very close to
the optimum detector [34]. Finally, the low computational complexity of
ED is advantageous for the power consumption (although a comparison in
energy consumption would be more fair, but this will highly depend on
the spectrum occupancy and implementation details).

Besides DSA-applications, an integrated SA may have many more ad-
vantages. For example, in a transmitter, digital predistortion and spur re-
duction can be tuned on-the-fly by measuring its output spectrum. Another
example is BIST: with higher integration levels and higher frequencies, it
becomes more and more difficult to externally measure internal signals
for test or calibration purposes, as each requires high-speed analog I/O
connections. An integrated SA can enable BIST by connecting it to multiple
internal nodes. The results can be internally used, or a digital output can
be provided to the outside world for monitoring purposes.

Furthermore, even a SA that cannot detect extremely weak signals
will have many advantages. The SA can alleviate the requirements of
the CR-receiver, for example by finding strong interferers (blockers) in
order to remove them with a tunable notch filter [74]. In [75], it is argued
that filtering is essential to be able to use white space with reasonable
receiver linearity requirements. Similarly, [76] shows that many white
spaces pose such significant linearity requirements on the receiver, that
the receiver would be better off not using them at all (for example when
the IM3-product of two strong TV-signals would fall in this white space).
This can only be determined if a true picture of the spectrum is obtained,
without distortion components.
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2.5 Conclusions

DSA is viewed by many, including regulatory authorities, academia and
industry, as an important way towards more efficient use of the spectrum.
Authorities are currently working on regulations in the TV-bands, and
several communication standards incorporating DSA are in the draft phase.
The regulations on spectrum sensing are very challenging, requiring weak
signals of −114 dBm to be detected in negative SNR with strong signals
(which can be as strong as −10 dBm) in adjacent channels. To benefit from
the advantages of DSA in the near future, the most recent regulations favor
a database approach over spectrum sensing. It is nevertheless still possible
to use a sensing-only device (with or without using the database), as long
as the regulations are complied with. More importantly, the authorities
do recognize that sensing may be the only solution if, in the future, the
concept of DSA is to be applied to other frequency bands as well.

Several categories of spectrum sensing have been discussed: ED, coher-
ent sensing, cyclostationary sensing and collaborative sensing. The latter
is a higher layer concept, relying on combining the results of individual
nodes. Of the other categories, ED is the most general solution as it is the
only one that does not require knowledge of the signals to be detected. This
is a desirable feature in bands that may contain many different modulation
schemes, such as in the ISM-bands. Moreover, coherent and cyclostationary
sensing are more computationally complex.

Several analog impairments, such as the noise floor of the receiver,
phase noise of the LO, limited linearity of the analog frontend, and limited
HR, have been identified that hamper the detection process by causing
false alarms and/or missed detections. These impairments are more severe
for wideband receivers, such as a CR. It has been shown that the require-
ments in TVWS are so strict that it is highly unlikely that an integrated
CMOS-solution employing ED for spectrum sensing is feasible with the
specifications derived from the FCC-requirements.

Nevertheless, several other advantages have been identified when spec-
trum sensing can be performed, for CR-receivers as well as regular re-
ceivers. These advantages include the classification of white space in terms
of receiver requirements, as well as the opportunity to tune receiver settings
based on the radio environment. Therefore, even though the specifications
in table 2.3 are unlikely to be achieved, it is certainly beneficial to improve
the performance parameters as far as possible.



CHAPTER 3
CROSSCORRELATION

SPECTRUM SENSING

From chapter 2 it is clear that there are significant challenges involved in
implementing a spectrum analyzer (SA) in CMOS. The main concerns are
the noise floor, nonlinearity, phase noise, spurs, and limited harmonic rejec-
tion (HR). In this chapter, an energy detection (ED)-technique is proposed
to mitigate many of these issues by employing two receivers in parallel
and crosscorrelating their outputs. This technique will be referred to as
crosscorrelation (XC) spectrum sensing, and the device implementing this
as a crosscorrelation spectrum analyzer (XCSA).

In order to understand the way XC spectrum sensing works, ED is first
discussed in greater detail. The principle of XC is elaborated next, and
its detection performance is compared to standard ED. The way XC can
alleviate some of the implementation challenges discussed in chapter 2 is
described in section 3.3, while conclusions are drawn in section 3.4.

3.1 Energy Detection

A SA measures the total power in a certain bandwidth, which is also the
first step in ED. For this discussion, it is assumed that the bandwidth (or
a filtered version or subband thereof) is captured by the complex base-
band receiver output r[k]. First, the energy detector, also referred to as a
radiometer, performs the following operation:

Y =
1
K

K−1∑
k=0

|r[k]|2 . (3.1)

The 1/K normalization makes this an average power estimate rather than
an energy estimate. Define P̂ac , Y as the estimator of the received power.

Parts of this chapter have appeared in [MOA:1, 2, 6, 9, 12] .
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Where the SA in the lab displays the measured power, the detector also
has to decide whether a signal s[k] is present or not. In other words, it has
to decide between two hypotheses:

H0 : r[k] = n[k] (only noise) (3.2)

H1 : r[k] = s[k] + n[k] (signal plus noise). (3.3)

In a general situation, s[k] may be different from the transmitted signal due
to the wireless channel: s[k] , h[k]stx[k], with stx[k] the actual transmitted
signal, and h[k] the complex channel gain to account for fading and power
loss due to the distance. It is generally assumed that the signal and noise
are independent, and that their statistics are at least (jointly) wide-sense
stationary. Furthermore, it is often assumed that the noise samples are

uncorrelated, i.e. E
[
n[k]n[l]

]
= 0 for k 6= l.

The problem now is to set a threshold λed (from here on, a subscript is
used to distinguish between different thresholds) such that

PFA , P (Y > λed|H0) 6 PFA,des PD , P (Y > λed|H1) > PD,des, (3.4)

where P (·|·) is a conditional probability, and the subscript “des” indicates
desired values. It can be seen that the probability of false alarm PFA only
depends on the noise statistics, while the probability of detection PD also
depends on the distribution (and thus the power) of the input signal. Since
the power of the signal is not known a priori, one usually determines λed

by setting PFA equal to PFA,des. This implies that the obtained PD is always
at least equal to PFA,des, because whether a signal is present or not, the
detector will occasionally decide a signal is present.

Many papers (e.g. [77–79]) assume that s[k] is deterministic with power
σ2
s, which is for example true for an additive white Gaussian noise-channel

with M-ary phase shift keying-signals. If the noise is modeled as circularly
symmetric zero-mean complex Gaussian noise, i.e. as n[k] ∼ CN

(
0,σ2

n

)
,

and the signal experiences block fading (h[k] = h), (3.1) will have a central
χ2-distribution for H0 and a non-central χ2-distribution for H1, both with
2K degrees of freedom [79]. One can then find (with SNR , σ2

s/σ
2
n as the

instantaneous signal-to-noise ratio (SNR)) [79]:

PFA =
1

Γ(K)
Γ

(
K,

Kλed

σ2
n

)
PD = QK

(√
2K · SNR,

√
2Kλed/σ2

n

)
, (3.5)

where Γ (α,β) is the upper incomplete gamma function defined as

Γ (α,β) ,
∫∞
β

tα−1e−tdt, Γ(α) , Γ (α, 0) . (3.6)

QK (α,β) is the generalized Marcum-Q function, defined as

QK (α,β) ,
1

αK−1

∫∞
β

tKe−
1
2 (t

2+α2)IK−1 (αt)dt, (3.7)
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with In (x) the n-th order modified Bessel function of the first kind. Un-
der more general fading conditions, the SNR itself becomes a stochastic
variable, and PFA and PD have to be weighted over all channel realizations.
This results in complicated expressions, see e.g. [78, 79]. In this thesis, it is
assumed that h[k] = 1.

Although exact expressions are very useful, approximations are often
easier to work with. An approximation can be obtained by realizing that,
according to the central limit theorem, the probability density function (pdf)
of Y converges to a Gaussian distribution for large K. Knowing the first
two moments then suffices for determining PFA and PD, and are found to
be (subscript 0 for H0, 1 for H1) [80]

µ0 ≈ σ2
n σ0 ≈ σ2

n√
K

µ1 ≈ σ2
n + σ2

s σ1 ≈
√
σ4
n + 2σ2

sσ
2
n√

K
. (3.8)

If both the noise and the signal are modeled as circularly symmetric
zero-mean complex Gaussian noise, which may be more accurate for e.g.
Orthogonal Frequency Division Multiplexing (OFDM)-signals, simpler
expressions can be obtained. For H0, nothing changes, but for H1, r[k]
will be zero-mean Gaussian. Y now has a central χ2-distribution with 2K
degrees of freedom for both hypotheses. Thus,

PFA =
1

Γ(K)
Γ

(
K,

Kλed

σ2
n

)
PD =

1
Γ(K)

Γ

(
K,

Kλed

σ2
n + σ2

s

)
. (3.9)

For the same PFA, the probability PD in (3.9) is somewhat lower than PD

in (3.5) (for PD > 0.5), because now the additional variance caused by the
randomness of the signal is taken into account. A Gaussian approximation
for Y in this model yields again (3.8), but now with σ1 ≈ (σ2

n + σ2
s)/

√
K.

Using the Taylor series approximation
√

1 + x ≈ 1 + 1
2x, these two models

are seen to be almost equivalent for low SNR. This makes sense, because the
signal-induced variance becomes negligible compared to the noise-induced
variance.

Since the low-SNR regime is of most interest in this thesis, derivations
will be made using (3.8). The resulting expressions for PFA and PD using
the Gaussian approximations are

PFA = Q

(
λed − µ0

σ0

)
PD = Q

(
λed − µ1

σ1

)
, (3.10)

where

Q(x) ,
1√
2π

∫∞
x

e−z2/2dz. (3.11)

For constant PFA, PD will improve for larger K (and thus a longer measure-
ment time). Increasing PFA,des by lowering the threshold leads to higher PD,
but general consensus is that simultaneously PFA < 0.5 and PD > 0.5 are
required to speak of reliable spectrum sensing [81].
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The threshold λed can explicitly be derived from (3.10) as

λed = µ0 + σ0Q
−1
FA,des (3.12)

with Q−1
FA , Q−1(PFA), Q−1

FA,des , Q−1(PFA,des), Q−1
D , Q−1(PD), and

Q−1
D,des , Q−1(PD,des) to simplify notation. As a result (with SNR , σ2

s/σ
2
n)

PD = Q

(
Q−1

FA,des − SNR
√
K

√
1 + 2SNR

)
. (3.13)

3.1.1 Measurement Time

For given SNR and detection performance, the number of samples K can
be calculated from (3.13):

K ≈

(
Q−1

FA,des −Q−1
D,des

)2
(1 + 2SNR)

SNR2 , (3.14)

which scales with O
(
1/SNR2

)
for small SNR. Assuming white noise, in-

dependent samples can be obtained at the Nyquist rate, i.e., fs = W for
quadrature receivers, with W the (RF-)bandwidth of interest. Oversam-
pling results in consecutive samples to be correlated in such a way that
the sensing process is not improved [82]. The measurement time T is thus
equal to K/W. To comply with IEEE 802.22 regulations (SNR = −16 dB for
digital TV (DTV) with W = 6 MHz, PFA = 0.1, PD = 0.9, see section 2.1),
K ≈ 1.1 · 104, resulting in T ≈ 1.8 ms. This measurement time does not
include any initial settling time of filters, phase-locked loops (PLLs), etc.

In the analog domain, the measurement time will be approximately the
same [77]. However, there are certain advantages to do the processing in
the digital domain. It is easier to design filters with desirable characteristics
(such as bandwidth, out-of-band suppression, passband gain, and shape
factor) in the digital domain, and it is much easier to change these charac-
teristics. Furthermore, the dynamics of these filters are precisely known,
and some imperfections (such as passband ripple) can be corrected for.

Handling N channels in parallel speeds up the process by a factor N.
As CMOS scales better for digital than for analog implementations, it will
become cheaper to handle several channels in parallel in the digital domain
rather than in the analog domain, provided the analog frontend and the
analog-to-digital converter (ADC) have sufficient bandwidth and dynamic
range (DR). One must note, however, that the power consumption of
digital signal processing (DSP) may not be negligible, and numerical errors
may limit performance as well.

3.1.2 Comparing Detectors

The performance of a detector can be quantified by the receiver operating
characteristic (ROC)-curve, which plots PD as a function of PFA for a given
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Figure 3.1: ROC-curves for ED: (left) for several SNR with K = 103 and
(right) for several K with SNR = −20 dB.

K and SNR. Algorithms may be compared based on a figure of merit (FoM)
defined by the area under the ROC-curve (higher is better) [79]. Fig. 3.1
shows a few curves for ED based on (3.9). Clearly, more samples and
higher SNR improve the performance.

The ROC-curves do not take into account the hardware power con-
sumption. For spectrum sensing, it is probably useful to compare energy
consumption. Given a certain measurement time, (3.13) can be rewritten to
find the minimum SNR, SNRmin, for the desired sensing performance:

SNRmin =
Q−1

FA,des√
K

+
Q−1

D,des

K
×

(
Q−1

D,des −

√(
Q−1

D,des

)2
+ K+ 2

√
KQ−1

FA,des

)

≈
Q−1

FA,des −Q−1
D,des√

K
,

(3.15)

where the last step follows for Q−1
FA,des,Q

−1
D,des � K and with K large. A re-

ceiver with 3 dB higher noise figure (NF) may consume half the power, but
requires 4 times the number of samples for the same detection performance,
draining twice the amount of energy from the battery.

3.1.3 SNR-wall

When K goes to infinity, (3.15) implies that any signal can be detected. The
threshold is based on the noise power, which is composed of noise from
the physical channel and noise from the receiving device. This noise level
can be estimated, but with limited accuracy, e.g. due to the fact that the
antenna noise varies as a function of weather, the noise of the receiver
may vary over frequency and time (due to temperature and amplifier gain
fluctuations), and the noise level estimation itself will always have some
error [35, 80, 81]. The noise uncertainty in the receiver, i.e. the accuracy to
which the noise power can be estimated, is estimated at 1 dB [36, 83].
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Apart from this noise uncertainty, the nonidealities of the receiver,
such as nonlinearity and harmonic downconversion, also contribute to
measured power. These contribution are not known a priori, and may or
may not be estimated (e.g. by an initial wide spectrum scan). In any case,
they will introduce additional noise uncertainty.

What happens to the detection performance when there is noise uncer-
tainty? Assume that the noise power estimate σ̂2

n lies in an interval around
the true noise power σ2

n, i.e. (1−ε1)σ
2
n 6 σ̂2

n 6 (1+ε2)σ
2
n, with 0 6 ε1 < 1

and ε2 > 0 [80]. As stated in (3.4), the obtained PFA and PD should not be
worse than PFA,des and PD,des. The worst-case situation for PFA occurs when
the noise level is underestimated, i.e. when σ̂2

n = σ2
n(1 − ε1). To guarantee

PFA 6 PFA,des, the threshold must then be purposely set higher by a factor
1/(1 − ε1) (compare with (3.12)):

λed,biased =
1

1 − ε1
σ̂2
n +

1
1 − ε1

σ̂2
n√
K
Q−1

FA,des. (3.16)

This biased threshold leads to a degraded PD, but PD > PD,des must also be
guaranteed. The worst-case situation for PD occurs when the noise level
is actually overestimated, i.e. when σ̂2

n = (1 + ε2)σ
2
n. So, for a guaranteed

PFA,des, PD > PD,des can be guaranteed by using as threshold [80]:

λed,biased =
1 + ε2

1 − ε1

(
σ2
n +

σ2
n√
K
Q−1

FA,des

)
. (3.17)

Overall, the threshold is multiplied by a factor equal to the peak-to-peak
uncertainty U [80]

U ,
1 + ε2

1 − ε1
. (3.18)

Substituting λed,biased for λed in (3.10), and solving for SNR to find SNRmin,
results in

SNRmin = (U− 1) +
UQ−1

FA,des√
K

+

(
Q−1

D,des

)2

K

−
Q−1

D,des

K

√(
Q−1

D,des

)2
+ (2U− 1)K+ 2

√
KQ−1

FA,des

= (U− 1) + O

(
1√
K

)
.

(3.19)

So, regardless of PFA,des and PD,des, SNR must be at least (U−1) to guarantee
detection, even for an infinite number of samples.1

1If the support of σ̂2
n is not bounded, e.g. when there are no bounds on the estimation

error, U → ∞. According to (3.19), this makes detection impossible for any SNR [80]. An
example where this is the case is when the noise estimation error has a normal distribution.
Intuitively, the obtained PFA will not be significantly impacted compared to the bounded
peak-to-peak uncertainty in (3.18) if there is negligible probability that the estimation error
is very large ( P

(
σ̂2
n/σ

2
n 6 1 − ε1

)
� PFA,des). The same holds for the obtained PD when

P
(
σ̂2
n/σ

2
n > 1 + ε2

)
� PMD,des.
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In the context of cognitive radio (CR), this minimum SNR is called
the ‘SNR-wall’, a term coined by Tandra & Sahai [84]. The reason for this
name is that if one calculates the required number of samples for desired
detection performance as a function of SNR, the graph seems to hit a wall.
They showed that an SNR-wall exists for cyclostationary sensing as well;
in fact there is an SNR-wall for any type of sensing, although the SNR-wall
may be caused by something else than noise uncertainty [81].

3.1.4 Other Energy Detection Schemes

Many recent publications have sought to overcome the SNR-wall for ED
in one way or another. In [85], oversampling is proposed to distinguish
between noise and a signal. The signal components of subsequent samples
are highly correlated, while the noise samples (if white) are not. The
same assumption is used in [86] to be able to distinguish between the
autocorrelation functions of the signal and the noise. However, the noise
itself may not be perfectly white, which results in correlation in subsequent
samples, or, equivalently, an autocorrelation function that can be non-zero
over large time-shifts, and hence obscure the signal to be detected in low
SNR conditions. Moreover, both approaches require a more wideband
frontend and faster ADCs to accommodate oversampling, resulting in
a higher power consumption even when the system is not performing
spectrum sensing.

An alternative technique is based on eigenvalues calculated from a
covariance matrix [87]. The technique can handle multiple antennas and
receivers, but it is always explicitly assumed that the noise samples of the
different receivers are independent. However, [88] shows that this is (ap-
proximately) true only under certain conditions. Moreover, the technique
of [87] is very computationally complex. An extension to the work of [87]
is provided in [89], but again independent noise samples are assumed.
The requirement on independence of the noise samples in the different
receivers is undesirable, as these are difficult to meet in practice (see [88]
and appendix B).

Cooperative sensing is often mentioned to improve performance by
combining data from several nodes using some algorithm to obtain a
decision whether the band is free or not. Fundamentally, the individual
detectors limit the performance of cooperative sensing, so improving the
detection capabilities of individual receivers is still desired.

3.2 Crosscorrelation

In order to mitigate the noise uncertainty of the receiver, XC spectrum
sensing is proposed here. It will be shown that it can mitigate some of the
analog impairments that were identified in chapter 2 as well. Where ED,
as discussed in section 3.1, uses a single receiver, XC uses two receivers.
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(a) ED using AC (1 receiver)
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+
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(b) ED using XC (2 receivers)

Figure 3.2: ED using XC is a generalization of ED using AC.

Instead of correlating the output of a receiver with itself to arrive at a spec-
trum estimate (as in (3.1)), the outputs of the two receivers are correlated
with each other, which reduces the system noise.

3.2.1 Basic Principle

A block schematic of the XC-principle is shown in fig. 3.2b. The receiver
chain is modeled here as a device that only adds some noise.

Each receiver contributes noise (n1 and n2, respectively), with the con-
tribution of each receiver independent of the other receiver (or at least
uncorrelated). The expected value of the product of these noise contribu-
tions is then 0. The variance of this product can be reduced by repeating
the process and averaging the results (similar to the averaging in (3.1)).
After sufficient averaging, the role of n1 and n2 becomes insignificant in
the detection process, even when the threshold is initially biased to account
for uncertainty in the noise power.

This only leaves noise contribution n0, which represents noise that
is correlated in both receivers. This includes the noise received by the
antenna, all noise contributed by components before the signal is split, and
(if present) part of the noise generated in the splitter. Furthermore, noise
generated in one of the receivers may have some transfer unequal to 0
to the output of the other receiver, for example due to crosstalk between
the receivers. Both principles introduce noise correlation. In fig. 3.2b this
correlated noise is input-referred and simplified to additive noise as n0.
Although this is a somewhat limited model (the noise correlation may
be complex due to frequency-dependent transfers, etc.), it seems to be
consistent with many models in literature [90–93], and it allows a direct
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Figure 3.3: Resistor noise measurements. In the 1-channel measurement,
the instrument noise obscures the resistor noise. (Adapted from: [94])

comparison with the traditional way of ED, which is shown in fig. 3.2a.
If the contributions of the receivers to n0 can be made zero, the output
spectrum will eventually be exactly what arrives at the antenna. Intuitively,
the noise uncertainty of the receiver then also disappears.

3.2.2 Related Work

The use of XC to lower system noise is not a new idea. For example,
it is in widespread use in radio-astronomy to detect and measure weak
sources. Modern phase noise measurement systems exploit XC for greater
sensitivity (discussed in section 3.3.2), and rudimentary baseband SAs are
proposed in [94]. The thermal noise of resistors can be measured to greater
accuracy with XC [91, 92, 94], which can be useful to define the Boltzmann
constant kB [95]. An example measurement of resistor noise using XC is
shown in fig. 3.3: the XC-technique allows much higher sensitivity because
it removes virtually all of the system noise.

One of the advantages of XC is its higher robustness against gain varia-
tions and other analog imperfections compared to AC [96]. Sonnenschein
[80] remarks, without any explanation, that XC is more robust than AC in
the presence of noise uncertainty. Sousa [97] mathematically tackles the
performance of XC under noise uncertainty, where he concludes that XC
can indeed outperform AC under noise uncertainty. The results, however,
are not easily interpreted quantitatively. The performance of XC under
noise uncertainty will be dealt with in chapter 7.

In fact, XC has been proposed before as a possible means for Dynamic
Spectrum Access (DSA) or spectrum analysis. Heskamp [93] discusses
(without implementation) XC in terms of noise performance, where it
is concluded that it “may provide a viable way to relieve the requirement of
the analog part of the spectrum sensing receiver”. Moseley [98] proposes to
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mitigate the effects of harmonic downmixing and finite image rejection (IR)
on spectrum sensing by employing XC. This technique will be discussed
in more detail in section 3.3.3.

Besides spectral analysis, XC (as a mathematical operation) is used in
many digital receivers for synchronization, demodulation and error correc-
tion coding, and is an important tool in radar systems. All these different
applications led to a lot of research on the statistics of XC-estimators, see
e.g. [90, 91, 99–103]. Some will be discussed in section 3.2.4.

3.2.3 Mathematical Background

The crosscorrelation function of two jointly wide-sense stationary stochastic
processes A and B is defined as

γAB(τ) , E
[
A(t)B(t+ τ)

]
. (3.20)

The XC theorem states that the cross power spectrum (or simply cross-
spectrum) ΓAB(f) and the crosscorrelation function γAB(τ) form a Fourier
transform pair [104]:

ΓAB(f) = F [γAB(τ)] =

∫∞
−∞ γAB(τ)e

−j2πfτdτ

γAB(τ) = F−1 [ΓAB(f)] =

∫∞
−∞ ΓAB(f)e

j2πfτdf.
(3.21)

The better-known Wiener-Khinchin theorem, which states that the auto-
correlation function and the spectrum of a wide-sense stationary stochastic
process form a Fourier transform pair, is a special case of the XC theorem
where A = B. Unlike the spectrum of a signal, which is by definition real,
the cross-spectrum of two stochastic processes may be complex.

Assuming jointly ergodic processes, the time average of one realization
equals the ensemble average2

γAB(τ) = lim
T→∞

1
2T

∫T
−T

a(t)b(t+ τ)dt, (3.22)

where T is the measurement time and a and b are realizations of the
processes A and B. This means that an estimate of the crosscorrelation
function (and thus the cross-spectrum) can be made by observing one
realization for a certain amount of time. Similarly, by observing that the
right-hand side of (3.22) resembles a convolution, one can equivalently
formulate the cross-spectrum as the product of the Fourier-transforms of a
and b:

ΓAB(f) = F [a(t)]F [b(t)]. (3.23)

2Any individual realization may not converge to the ensemble average. Therefore, strictly
mathematically speaking, one should take the expected value on the right-hand side of (3.22)
[and (3.23)] [104]. Since this has no practical significance, the expectation is omitted.
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Note that even though the Fourier transform of a stochastic process does
not exist, the Fourier transform of any realization does exist. In practice
the observation time is limited, so the Fourier transforms in both cases can
only be approximated.

3.2.4 Statistics of Crosscorrelation

The two mathematically equivalent ways to arrive at the cross-spectrum,
(3.21) and (3.23), suggest two different ways to arrive at a cross-spectrum
estimate. In accordance with (3.21), the crosscorrelation function is first
estimated for a number of discrete lags τ, and then the cross-spectrum
is estimated by calculating the discrete Fourier transform (DFT) of the
estimated crosscorrelation function. This is called an XF-correlator (XFC),
because XC (the X in XF) is performed prior to taking the Fourier transform
(the F in XF). Using (3.23), the frequency-domain representations of the
signals from the individual receivers are first estimated via a DFT (F), after
which the corresponding frequency bins are correlated (X). This is called
an FX-correlator (FXC).

Although (3.21) and (3.23) are mathematically equivalent, it turns out
that arriving at a cross-spectrum via either of these ways results in (slightly)
different results due to the finite observation time in any practical measure-
ment [102]. However, when only the total power in the band is required,
using Parceval’s theorem, only γAB(0) is required, and the DFT-operator
becomes an identity-operator, which makes the two estimation methods
equivalent. γAB(0) can be estimated as

γ̂AB(0) =
∫
〈W〉

Γ̂AB(f)df =
1
K

K−1∑
k=0

r1[k]r2[k]. (3.24)

To a first-order approximation, the statistics to be discussed also apply
when spectral estimates are made simultaneously at multiple frequencies
within the received band, i.e. when the filtering is performed in the digital
domain.3

The model of fig. 3.2b, which depicts the cross-spectrum estimation
given in (3.24), is used for further derivations. It is assumed that the
noise sources are independent complex zero-mean white Gaussian noise
processes within the band of interest. The real and imaginary parts of
each process have equal average power and are independent. The same
assumptions are used for s(t), as this is a good approximation of the signals
transmitted by OFDM systems. OFDM is often proposed as the modulation

3The spectral estimates at different frequencies in the cross-spectrum are actually corre-
lated (e.g. due to leakage in the fast Fourier transform (FFT)) [102]. In other words, estimates
at frequencies close to a large step in power spectral density (PSD) may be significantly biased.
One can use windowing or polyphase filterbanks to reduce this to negligible levels [105]. In
fact, polyphase filterbanks have also been proposed in the context of XC for radio-astronomy
[106]. The correlation between spectrum estimates at different frequencies is ignored in this
thesis.
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technique to use in CR, and is used by many wireless standards, including
DVB, LTE, IEEE 802.11 (WiFi), IEEE 802.16 (WiMAX) and IEEE 802.22. For
the output of each receiver, so for r1 and r2, one can define SNR = σ2

s/σ
2
n.

For simplicity, assume that the PSDs of n1 and n2 are equal, which would
be the case for two equal receivers: σ2

n = σ2
n0

+ σ2
n1

= σ2
n0

+ σ2
n2

. Define

σ2
n0

= ρσ2
n σ2

n1
= σ2

n2
= (1 − ρ)σ2

n, (3.25)

where ρ denotes the noise correlation between the two receivers.4 When
ρ = 1, the noise is fully correlated, and fig. 3.2b simplifies to fig. 3.2a. When
ρ = 0, the noise in one receiver is completely uncorrelated with the noise
in the other receiver. Without loss of generality, define σ2

n = 1 to simplify
notation.

For a total power estimate, the decision metric Y is equal to γ̂AB(0),
see (3.24). Using the notation for n and rin in fig. 3.2b, it follows that (for
notational convenience, the subscripts “re” and “im” are used instead of
the R (·) and I (·) operators, i.e. Y = Yre + jYim):

Yre =
1
K

K−1∑
k=0

(
rin,re(n1,re + n2,re) + rin,im(n1,im + n2,im)

+n1,ren2,re + n1,imn2,im + r2
in,re + r2

in,im︸ ︷︷ ︸
contains signal power


Yim =

1
K

K−1∑
k=0

(rin,re(n1,im − n2,im) + rin,im(n2,re − n1,re)

+n1,imn2,re − n1,ren2,im) .

(3.26)

The distributions of Yre and Yim converge to a Gaussian distribution for a
large number of samples, according to the central limit theorem. Assume
there is no oversampling, such that the samples are independent identically
distributed (the more general case is discussed in section 3.2.5).

Yim can be discarded, as it does not contain any of the signal power that
is supposed to be estimated. Thus, P̂xc , R (Y) = Yre can be used as an
estimator for the signal power. The first two moments suffice to completely
describe a Gaussian distribution. These are derived in [102, p378] based on
the assumption that K is large enough. The results translated to the system
model of fig. 3.2b are:

E
[
P̂xc

]
≈ ρ+ SNR

var
[
P̂xc

]
≈ 1

2K
(
2SNR2 + (2 + 2ρ)SNR + 1 + ρ2) .

(3.27)

4In radio-astronomy literature, ρ is usually defined as the correlation coefficient between
r1 and r2, which includes both the signal to be detected and correlated noise. In this work, it
is also necessary to distinguish between the signal to be detected and correlated noise, hence
a different definition of ρ is used.
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Note that due to the variance, realizations of P̂xc might actually be negative.
This is similar to the concerns of [104], where certain FFT-windows may
cause PSD estimates using AC to become negative. For screen displays,

it may suffice to use max
(
P̂xc, 0

)
to avoid these clearly erroneous results.

This subtlety will not be further discussed here.
There can be a phase offset ∆φ between the signal components at

the output of the two receivers for several reasons, e.g. due to unequal
phase behavior of parasitics or filters, or a timing difference or phase offset
between the mixers. This phase offset can also model (as a narrowband
approximation) a timing offset between the sampling clocks of the ADCs
in the different receivers. When ∆φ 6= 0, part of the signal power is present
in Yre and part in Yim.

When ∆φ is negligibly small, or can be estimated and corrected for,
(3.27) can be used. For arbitrary ∆φ, the estimator P̃xc , |Y| can be used
(instead of P̂xc), as it makes the result independent of phase offset [90].
P̃xc has the additional practical advantage that the result will always be
positive, so it can be displayed on a screen on a logarithmic scale, similar
to regular SAs. The exact distribution for P̃xc has been calculated in [90],
which translated to the model of fig. 3.2b results in:

pdf
P̃xc

(z) =
4K

ηΓ(K)

(
zK

1 + SNR

)K

×KK−1

(
2zK
η

)
I0

(
2zK(SNR + ρ)

η(1 + SNR)

)
, z > 0, (3.28)

where Kn (x) is the n-th order modified Bessel function of the second kind,
and η is defined as

η , (SNR + 1) −
(SNR + ρ)2

SNR + 1
. (3.29)

Since this estimator involves both Yre and Yim, it contains more noise than
P̂xc, which has a detrimental effect on the detection performance.

Unfortunately, (3.28) is not very insightful; [91] provides for approxi-
mations to the first two raw moments. These moments can be converted to
central moments, which for the system model of fig. 3.2b results in:

E
[
P̃xc

]
≈
√
(SNR + ρ)2 +

βK

K
((1 − ρ2) + 2(1 − ρ)SNR)

var
[
P̃xc

]
≈ 1

K

(
SNR2 + (2 − 2βK + 2βKρ)SNR + 1 − βK + βKρ

2) ,
(3.30)

where βK is an interpolation function, defined as

βK =
π

4
1
K

(
Γ
(
K+ 1

2

)
Γ(K)

)2
1 −

(ρ+ SNR)2

E
[
P̃2

xc

]
+

1
2
(ρ+ SNR)2

E
[
P̃2

xc

]
E
[
P̃2

xc

]
=

K+ 1
K

(SNR + ρ)2 +
1
K

(
2(1 − ρ)(SNR + ρ) + (1 − ρ)2) .

(3.31)
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Figure 3.4: Comparison of the pdfs according to (3.28) (dashed gray) and
the Gaussian approximation based on (3.30) (solid black) for several noise
correlations ρ and K, for SNR = −20 dB.

βK varies between 1
2 (when the signal and/or correlated noise dominates)

and π
4 (when the uncorrelated noise dominates) [91].

Fig. 3.4 shows a comparison of the pdfs of the exact solution in (3.28)
and the approximation in (3.30) for several situations. Small ρ gives a larger
error, as the true distribution does not include negative values; it is closer
to a Rayleigh-distribution than a Gaussian distribution. The difference
vanishes for larger K, which is required anyway for detecting small signals.

3.2.5 Performance of the Crosscorrelation Detector

Using the approximations of (3.30), the performance of the estimators P̂xc

(using the real part) and P̃xc (using the absolute value) can be compared
to each other and to the performance of the standard energy detector P̂ac.
This is illustrated in fig. 3.5, where the estimators are compared for several
situations using ROC-curves. To make the plots more readable, the left
plot compares P̂ac and P̂xc, while the right plot compares P̂xc and P̃xc.

The left plot shows that P̂xc and P̂ac have equal performance for fully
correlated noise (ρ = 1), which should be as the second receiver for XC
yields exactly the same information as the first, and the estimators become
identical. For ρ = 0 and K = 103, the performance of P̂xc is equal to the
performance of P̂ac using K = 2·103: with independent noise, the XC system
obtains twice the amount of information per unit of time as compared to
the AC system. The performance of P̂xc gets worse for higher ρ, although,
as can be seen in the zoom-in, the difference between ρ = 0 and ρ = 0.1 is
very small. This is an indication that a low ρ is desirable.

The right plot shows that P̃xc always performs (slightly) worse than P̂xc,
because it adds extra noise to the estimation (except for ρ = 1). It can be ob-
served that, at least in the situations depicted, there is almost no difference
in the ROC-curves. From numerical evaluation of the ROC-curves, a useful
rule-of-thumb can be extracted that for Kρ2 > 1, the performance of P̂xc

and P̃xc is nearly identical. The only situation for which this is not the case
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Figure 3.5: ROC-curves for the discussed estimators of XC spectrum sens-
ing for SNR = −15 dB. Left: P̂xc versus P̂ac. Right: P̂xc versus P̃xc.

in fig. 3.5 is for K = 3 · 103 and ρ = 0.01 (Kρ2 = 0.3), and the performance
of P̂xc is indeed visibly better than P̃xc. To detect a signal at SNR = −15 dB,
K ≈ 7 · 103 for PFA = PMD = 0.1, which means that P̂xc only outperforms
P̃xc significantly for ρ < 0.012.

Assuming the receivers have equal noise performance, the measure-
ment time of a system exploiting XC is 50% to 100% that of a system using
AC for the same detection performance. On the other hand, the XCSA will
require roughly twice the power consumption compared to the AC-system.
Overall, to reach a decision, the energy consumption of an XCSA will be
100% to 200% of a standard SA. Note that these results are based on the
assumption of perfect knowledge of the noise level; as will be shown in
chapter 7, in the presence of noise uncertainty, XC can outperform AC
significantly in both time and energy consumption.

Other Types of Noise

All equations are based on wide-sense stationary white Gaussian noise
assumptions. In practice, signals can deviate from this assumption, and it is
important to know the performance of the XC-detector in these situations.
For example, signals that do not occupy a certain band for 100% of the time,
such as used in GSM and WiMAX, are not stationary. The nonstationary
behavior changes the statistics, so a new derivation will be required to
properly set the threshold for given PFA,des and PD,des. Intuitively, as XC
is a form of ED, it will detect the average energy of the signal. When the
SNR is interpreted as the average SNR over time, simulations indicate that
(3.27) and (3.30) give a good approximation for these ‘duty-cycled’ signals ,
see the duty-cycled white Gaussian (DCWG) line in fig. 3.6.

The statistics also change for input distributions other than Gaussian.
Regardless of the input distributions, the central limit theorem states that
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Figure 3.6: Simulated (105 independent simulations) mean µ1 and vari-
ance σ2

1 (signal present) for white Gaussian (WG), white uniform (WU),
oversampled Gaussian (OG), 50% duty-cycled white Gaussian (DCWG)
sources, and phase-noise-like (PN) sources, with ρ = 0.01, SNR = −10 dB,
using P̂xc. The WG-line matches (3.27).

the distributions of P̂xc and P̃xc still converge to a Gaussian distribution,
thus the noise reduction is obtained at the same asymptotic rates for any
kind of noise source. However, the initial values of the moments and the
convergence to the asymptotic rates depend on the type of noise, which
will have an impact on the detection process.

A relevant example is ADC quantization noise, which is often modeled
as a white noise source with a uniform pdf between -LSB/2 and LSB/2. A
simulation has been performed where the signal and all noise sources in
fig. 3.2b have been replaced by white uniformly distributed sources, see the
WU line in fig. 3.6. For the WU-simulation (using the same power of the
noise sources), the simulated µ and σ2 are very close to those of Gaussian
sources, see fig. 3.6. By using the threshold calculated for white Gaussian
sources, PFA and PMD for white uniform sources are found to be almost
identical to those for white Gaussian sources. This indicates that the results
obtained here are also relevant for uniformly distributed noise.

Colored noise, such as phase noise (partly white, partly 1/f2 depen-
dency) and flicker noise (1/f dependency), will have a higher σ2 for the
same K, because samples in each receiver are correlated in time, which
limits the reduction in variance. The simulated variance for Gaussian noise
that is partly white, partly 1/f2, is shown in fig. 3.6 as PN. It shows similar
µ (as should be the case, because the power of all sources is kept constant
in all simulations) but quite different σ as compared to the WG-simulation.
One can define an effective sample size Keff as [82]

Keff

K
≈

(∫
〈W〉 S(f)df

)2∫
〈W〉 S

2(f)df
, (3.32)
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Figure 3.7: The FXC first estimates the (windowed) Fourier transforms
of the incoming samples, and then multiplies them to arrive at a cross-
spectrum estimate. Several estimates are averaged to lower the variance.

where S(f) is the PSD of the total signal; for a uniform PSD, Keff = K.
This Keff should then be used instead of K for setting the threshold and
calculating the detection performance. As a verification for this claim,
bandlimited Gaussian noise with 10 times oversampling (such that it covers
the range from 0 to fs/10) is simulated, see the line marked ‘OG’ in fig. 3.6.
When the threshold is calculated using Keff = K/10, the desired PFA and PD

can be found.

3.2.6 Digital Signal Processing

Fig. 3.2b shows one band-pass filter per receiver, after which the outputs are
multiplied with each other. As explained in section 3.1.1, it is advantageous
for measurement time to process several bands in parallel.

An FFT is an efficient implementation of a DFT, provided samples
are taken at a constant sample rate, and one can live with estimation of
equally-spaced points on the frequency axis. From a receiver perspective,
the FFT can be thought of as an efficient approximation of a bank of zero-IF
downconverters, low-pass filters, and decimators. Each output can then be
regarded in the same way as the receiver outputs in fig. 3.2b. Thus, for an
M-point spectral estimate, M-point (possibly windowed) FFTs are needed.
The computational complexity of the FFT is O

(
M log2 M

)
, while that of

the straightforward application of the DFT is O
(
M2
)
. Including averaging

to reduce the variance in the measurement, the DSP for an FXC is shown
in fig. 3.7. The number of samples K as used in e.g. (3.32) corresponds to
the number of samples available per bin of the FFT, which is equal to the
number of FFTs being averaged (which is indicated as K in fig. 3.7).

Even though the complexity largely favors the FXC over the XFC, there
are some differences in performance with respect to word-length and a
small loss in SNR, which has made the XFC the most popular in radio-
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astronomy. Where many pairs of antennas have to be correlated, the FXC
is nowadays favored for reasons of computational complexity [106]. In
this thesis, the processing takes place on a general purpose processor,
which makes the FXC by far the most attractive option due to its lower
computational complexity. Furthermore, OFDM is often mentioned in the
CR-context as the modulation to use, due to its flexibility in bandwidth. It
extensively uses FFTs for modulation and demodulation, so it is likely that
an efficient implementation of FFTs will be available in CRs.

Compared to a single-receiver SA, an FXC requires the same num-
ber of multiply-accumulates (MACs), but twice the number of FFTs (and
windowing multiplications). Since the FFTs dominate in computational
complexity for M > 4, one can say that the power consumption of the DSP
for XC is doubled compared to the DSP of a single-receiver SA. To get an
estimate of the power consumption of such DSP, the number of bits used
in the calculations is important. A full-scale sine wave input, processed
by 16-bit fixed-point 1024-point FFTs, gives a maximum spurious-free dy-
namic range (SFDR) of 86 dB [107]. In practice, full-scale inputs will rarely
occur, so more bits are required to not limit the SFDR. Therefore, 24-bit
FFTs are assumed as a worst-case estimate. It is assumed that enough
additional bits at the accumulators are available to allow for integration
without overflow.

The dynamic power consumption of multipliers scales quadratically
with the number of bits and linear with the operating frequency [108].
CMOS-nodes below 100 nm all have very similar supply voltage, while
simulations show that the input capacitance of the transistors scales roughly
with the node size. Interconnect capacitance barely improves, but the
interconnect length also scales roughly with the node size. The power
consumption thus scales with CV2

DD, and therefore approximately linearly
with the node size.

The figures of [109] can be used to arrive at an estimate for the DSP
power consumption assuming a 65 nm implementation. Scaling from 90 nm
to 65 nm CMOS (÷1.4), 8-bit to 24-bit (×9), from 2.4 GS/s to 20 MS/s (÷120),
from 1 channel to 2 channels (×2), and allowing 10% more for the MACs,
the DSP power consumption is estimated at 18 mW when it is integrated
on chip. Using the 65 nm results of [110], and scaling from 16-bit to 24-bit
(×2 1

4 ), from 200 MS/s to 20 MS/s (÷10), from 1 channel to 2 channels (×2),
plus 10% for the MACs, only 4 mW is expected. Overall, it can be con-
cluded that an optimized implementation in 65 nm CMOS does not have
to consume more than 10 mW for 1024-point FFTs in 20 MHz bandwidth,
and is likely to further scale down with newer CMOS processes.

3.3 Mitigating Analog Impairments

Fig. 3.2b is an idealized abstraction of a XCSA, where the only nonideality
is the addition of noise. A practical implementation suffers from many
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Figure 3.8: Some phase noise analyzers use XC (Source: Agilent).

more nonidealities, such as nonlinearity, limited HR, etc., as discussed in
chapter 2. The increased sensitivity of XC [92, 111] is an advantage by itself,
but XC can be exploited to mitigate other analog impairments as well.

3.3.1 Improving Linearity

Since the uncorrelated noise can be lowered through XC, the receiver can
be designed for high linearity rather than low noise. However, the uncorre-
lated noise power is only reduced by 1.5 dB per doubling of measurement
time. Due to this exponential increase in measurement time, the noise
penalty to obtain a high linearity should not be too large.

As shown in table 2.4, if one compares the implementation of [53] to
that of [54–56], a big improvement in input-referred third-order intermod-
ulation intercept point (IIP3) can be made at the cost of only a few dB
of NF. This indicates that spectrum sensing could significantly benefit
from the XC-technique in terms of both linearity and noise performance.
Furthermore, as will be shown in chapter 4, an attenuator can be used to
improve IIP3 further at the cost of NF, while XC is then used to reduce the
noise floor again.

3.3.2 Improving Phase Noise

As is well known from literature [112–115], XC offers a unique opportunity
to reduce phase noise. It is actually available in some professional phase
noise analyzers, such as the Rohde & Schwarz FSUP and Agilent E5052B.
A basic block diagram of a phase noise analyzer based on XC is shown in
fig. 3.8; note the similarity with fig. 3.2b.

It is possible to reduce phase noise in a system for spectrum sens-
ing using XC. The local oscillators (LOs) in both receivers need to be
frequency-locked, so that their phase noise is uncorrelated. The phase
noise of a common external reference, such as a crystal, is usually much
lower than internal voltage-controlled oscillators (VCOs). In this way, the
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Figure 3.9: System architecture and basic principle to improve HR by XC.

phase noise may be reduced by 1.5 dB per doubling of measurement time.
As LO phase noise is directly related to its power consumption, the phase
noise reduction realized by XC can reduce LO power consumption. It
could even save on total energy consumption by lowering the power (at
the cost of an increase in phase noise) of the LOs. Alternatively, it allows
for an LO with good phase noise performance to be improved even further.

3.3.3 Improving Harmonic Rejection

The problem with limited HR for spectrum sensing was discussed in sec-
tion 2.3.2. In [98], a technique is proposed to improve HR using XC, which
will be discussed here using fig. 3.9. In the upper receiver, the LO has a fre-
quency f1, while in the lower receiver, the LO has frequency f2 = f1 +∆fLO.
For now, the focus is on the first (upper) receiver.

As discussed in section 2.3.2, passive mixers are often used for their
high linearity, but require a square-wave LO-signal sLO1(t), which does not
only contain the fundamental frequency f1, but also higher harmonics:

sLO1(t) =

∞∑
h=−∞ che

−j2πhf1t. (3.33)

Here c1 is the desired coefficient, i.e. the fundamental frequency of the
LO that is supposed to downconvert the desired signal. Without loss
of generality, define c1 = 1. The other ch are the weight factors for the
(undesired) harmonics and lead to harmonic downmixing, as shown at the
output of the ADC in fig. 3.9. Particularly, c−1 6= 0 leads to finite IR.

The radio frequency (RF) input signal sRF(t) may contain signals over
a very wide range of frequencies. Define sRF(t) as a superposition of
non-overlapping baseband-equivalent signals zh(t), centered around the
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LO-harmonics (if sRF(t) is real, z−h(t) = zh(t)) [98]:

sRF(t) =

∞∑
h=−∞ zh(t)e

j2πhf1t, (3.34)

with Ph = E
[
|zh(t)|

2
]

the power of zh(t), and P̂h the estimated power of

zh(t). P̂h and Ph will differ due to the measurement variance, but will
converge for infinite measurement time (neglecting noise contributions
of the receiver). Note that P1, the power of z1(t), is the desired power to
measure. Assuming direct-conversion, the mixer output is

sIF1(t) =

∞∑
h=−∞ chzh(t) + higher frequency components. (3.35)

The higher frequency components are filtered out by a low-pass filter;
what remains is a superposition of the signals that were previously located
around the LO-harmonics.

After the ADC, AC would estimate the power as in (3.1):

P̂ac =
1
K

K−1∑
k=0

|sIF1 [k]|
2 =

1
K

K−1∑
k=0

∞∑
h=−∞ |chzh[k]|

2 =

∞∑
h=−∞ |ch|

2
P̂h. (3.36)

Here it is assumed that all zh are uncorrelated and thus add in power. The
estimated power highly depends on signals present at harmonics of the
LO. The same result would be obtained by a XCSA if f2 = f1.

Filtering to reduce zh before downconversion helps, but is difficult to
implement for wideband systems. Therefore, many receivers also reduce
ch by differential implementations (ch = 0 for all even h) and HR-mixers
(ch = 0 for some odd h). Due to mismatches, the odd harmonics are
typically suppressed by 40 dB (|ch/c1| ≈ 0.01), denoted as HRh = 40 dB.

A frequency offset between the two receivers in combination with XC
can improve the HR. The second mixer output is

∑
h chzh(t)e

−j2πh∆fLOt:
the h-th harmonic is shifted by h∆fLO at baseband. To align the desired
signals (h = 1), the resulting signal can be multiplied by ej2π∆fLOt. This
results in the output of the second receiver as:

sIF2(t) =

∞∑
h=−∞ chzh(t)e

−j2π(h−1)∆fLOt. (3.37)

The frequency difference between the same signals at the outputs of the
two different receivers, that were present around the h-th harmonic of the
LO at the antenna, is now (h− 1)∆fLO. The downconverted signals are no
longer aligned with themselves, except for h = 1. Under the assumption
that ∆fLO is larger than the bandwidth of each of these signals, or that there
is no correlation between different frequency components of these signals,
they are decorrelated. They therefore behave like uncorrelated noise contri-
butions in each receiver, and can be reduced at the cost of measurement
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Figure 3.10: Efficient DSP of XC to improve HR using a frequency offset.
Here, 8-point FFTs are assumed with ∆fLO = W/M (1 FFT-bin).

time. The ej2π∆fLOt-term should be implemented in the digital domain, as
it should not suffer from additional harmonic downconversion. The power
in the received band is then estimated by XC as (with k = tfs):

P̃xc =

∣∣∣∣∣ 1
K

K−1∑
k=0

sIF1 [k]sIF2 [k]

∣∣∣∣∣ =
∣∣∣∣∣ 1
K

K−1∑
k=0

∞∑
h=−∞ |chzh[k]|

2
ej2π(h−1)∆fLO

k
fs

∣∣∣∣∣
= P̂1 +

1
K

∞∑
h=−∞,h 6=1

|ch|
2
P̂h

∣∣∣∣∣
K−1∑
k=0

ej2π(h−1)∆fLO
k
fs

∣∣∣∣∣ , P̂1 + ε,

(3.38)

where ε is a bias (error made) in the estimation, with

|ε| =

∞∑
h=−∞,h 6=1

|ch|
2
P̂h

∣∣∣∣∣
K−1∑
k=0

ej2π(h−1)∆fLO
k
fs

K

∣∣∣∣∣ . (3.39)

For ∆fLO/fs 6∈ Z (always true when ∆fLO is a fraction of fs), limK→∞ ε =

0. Thus, for large K, P̂xc → P̂1: z1(t) can eventually be found without
contamination from harmonic downmixing.

The above derivation does not include the variance of P̃xc, which will
depend on the specific spectrum conditions. In any case, a higher HR of
the individual receivers will be beneficial for the output variance, so it is
best to use the technique of [98] in combination with a HR-receiver.

In the derivation, it is assumed that the bandwidth of z1(t) is less than
W − |∆fLO|, with W the bandwidth of the filter + ADCs, such that after
the frequency shift in the digital domain, z1 from the two receiver paths
can still fully overlap. If ∆fLO is chosen as kW/M, with k ∈ Z, |k| < M,
the multiplication with ej2π∆fLOt can be implemented as a shift in FFT-bins
with negligible processing overhead [98], see fig. 3.10.

3.3.4 Reducing ADC Requirements

ADCs perform two operations: sampling and quantization. Like mixing,
sampling also suffers from harmonic downconversion. For sampling, the
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LO is referred to as the sampling clock, and the harmonic downconversion
is usually referred to as ‘aliasing’. An important difference between sam-
pling and mixing is that for an ideal sampler, higher harmonics are just as
strong as the fundamental, which is unlike a mixer where higher harmonics
reduce in power. To reduce aliasing to satisfactory levels, anti-alias filters
are generally employed in combination with an oversampling ratio.

Quantization, however, is an inherently nonlinear process. It limits a
signal to a finite set of discrete values, which are usually uniformly spaced
at a distance known as the least significant bit (LSB). The quantizer output
generally does not exactly represent the input, and the difference is defined
as the quantization error. It is usually assumed that the quantization
error is uniformly distributed between − 1

2 LSB and 1
2 LSB, with an equal

amount of power for each frequency, i.e. it is modeled as white noise and
is independent of (and hence uncorrelated with) the input signal. With a
full-scale sinusoid as the input signal, it can be shown that the SNR at the
output is equal to SNR = 6.02b+ 1.76 dB, with b the number of bits [116].

For a sine wave input without noise, uniform quantization results in
pure harmonic distortion rather than noise. With multiple noiseless sine
waves at the input, intermodulation distortion is also generated. Define
SFDRADC as the difference in power between the desired signal and the
most powerful distortion component, which is the usual definition of
the SFDR of an ADC. The noise power at the output is not taken into
account because the noise level depends on the resolution bandwidth
(RBW). For spectrum sensing, SFDRADC should be better than the SFDR
of the analog frontend, such that the ADC is not the limiting factor for
distortion. Increasing the resolution of the quantizer increases SFDRADC,
but the resolution of ADCs is limited by the required sampling rate and
the maximum allowable power consumption [117]. It can be shown (see
appendix A) that SFDRADC for an ideal quantizer with a single noisy sine
wave input can be accurately approximated by

SFDRADC ≈ 8.07b+ 3.29 + 171.5σ2
n [dB], (3.40)

where σn is the standard deviation of the noise in LSBs at the input of the
(otherwise noiseless) quantizer. Dithering, i.e. intentionally adding noise,
increases SFDRADC, but also raises the total noise power.

When the receivers are noiseless, their ADCs see exactly the same input
signal, and thus the quantization error in both receivers is fully correlated.
As a result, the quantization error is not removed through XC. The power
of the correlated components are upperbounded by (3.40), thus with a
sufficient amount of uncorrelated noise per receiver, the ADCs in both
receivers see a different input signal. This decorrelates the quantization
error, which allows XC to remove the quantization error as well.

This can be exploited in a number of ways in a system design. For
thermal noise performance of the ADCs, the input range is usually rela-
tively large; the typical LSB-size for a medium-resolution ADC in a modern
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CMOS-process is in the order of 1 mV. Using (3.40), the ADC of a XCSA
is allowed to be more noisy, and thus more power-efficient, to increase
linearity. Secondly, the input range of the ADC (and thus each LSB) can
be made smaller: a lower gain typically makes receivers more linear and
power-efficient. Thirdly, the smaller swings have much less effect on the
gate capacitance of MOS-transistors, which reduces the dynamic nonlinear-
ities of the ADC. Fourthly, the distortion caused by integral nonlinearity of
the ADC, which often limits the linearity performance in higher-resolution
ADCs, rather than the quantization process, can be reduced as well.

3.4 Conclusions

The standard energy detector (radiometer) squares and sums the input
samples. It then compares the result to a threshold, which is based on the
receiver noise power, and decides whether the band is occupied or that
it is free. A larger sample size K allows the detector to obtain a smaller
PFA and PMD for the same SNR. Alternatively, increasing K by a factor 4
allows signals at 3 dB smaller SNR to be detected for the same PFA and
PMD. Unfortunately, this simple view breaks down if the noise power is
not exactly known. It turns out that with uncertain noise power, there
is a certain SNR, the SNR-wall, below which signals cannot be reliably
detected, regardless of K and desired PFA and PMD.

ED also suffers from several analog impairments, such as thermal noise,
phase noise, nonlinearity, and harmonic downmixing. Linearity can be im-
proved at the cost of noise (by design and/or by employing an attenuator),
but that decreases the SNR. To mitigate the above mentioned issues, XC
is proposed as a solution. It requires two receivers, and about twice the
amount of DSP as compared to the standard energy detector. Analysis of
the XC-process shows that, without noise uncertainty and for the same de-
tection performance, it is at least as fast, and up to two times faster than ED,
at roughly twice the power consumption. From an energy consumption
point of view, XC thus performs somewhat worse.

The benefit of XC lies in the fact that it reduces the noise level, and
thereby also the noise uncertainty. As a result, the SNR-wall of XC is
lower than that of ED. This also alleviates the tradeoffs between noise
performance and other system parameters. Very different tradeoffs for
system performance are found for XC compared to traditional designs. For
example, a system may be designed for linearity rather than low noise, as
XC reduces the uncorrelated noise contributions. One can even think of
applying attenuation for higher linearity, and reduce the increased noise
by XC. Furthermore, XC offers opportunities to improve phase noise, HR,
and ADC-performance. However, these advantages require additional
measurement time: a 3 dB higher NF (3 dB lower SNR) requires the mea-
surement time to be increased by a factor 4.



CHAPTER 4
A DISCRETE PROTOTYPE

A prototype is developed to show the principle of crosscorrelation (XC)
spectrum sensing in practice. XC should allow a spectrum analyzer (SA)
with higher linearity and lower noise floor, and thus increased spurious-
free dynamic range (SFDR).

As two practical receivers are generally not perfectly identical, the effect
of receiver mismatch is discussed first in section 4.1. The design, expected
performance and measurement results of the prototype are discussed in
section 4.2, section 4.3 and section 4.4, respectively. Finally, conclusions are
drawn in section 4.5.

4.1 Receiver Mismatch

The proposed XC-system requires two receivers. Even when identically
designed, the receivers will show at least some difference in actual behavior,
e.g. due to mismatch. For the signal component, this can be captured as
a difference in transfer function. Denote the transfer functions of the
individual receivers by H1 and H2, with E [H1(f)] = E [H2(f)] , Hrcv(f),
with Hrcv(f) the nominal transfer function. This mismatch in transfer
function affects the estimated signal power. When it is assumed that the
signal has a power of 1 and a constant power spectral density (PSD) in the
bandwidth of interest, the power estimation results in (with fc the center
frequency):

P̃xc =
1
W

∣∣∣∣∣
∫fc+W/2

fc−W/2

H1(f)H2(f)

|Hrcv(f)|
2 df

∣∣∣∣∣ . (4.1)

As discussed in section 3.2.4, P̃xc remains unaffected if there is only
a phase offset between the two receivers. To calculate the effect of gain
mismatch, assume H1(f) = Hrcv(f) and H2(f) = 10x/20H1(f) (i.e., receiver

Parts of this chapter have appeared in [MOA:2, 6] .
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Figure 4.1: Simulation results for the power estimation error with fc =
f3dB = 20 MHz, RBW = 1 MHz, σδ = 5% for an AC and XC system.

2 has xdB more gain than receiver 1). From (4.1), E
[
P̃xc

]
= 10x/20: a gain

error of xdB in one receiver results in x
2 dB error in the power estimate.

When Hrcv(f) is a low-pass RC-filter, both the gain and the phase mis-
match vary across the bandwidth of interest. Assume that the RC-product
has a Gaussian distribution around its mean, i.e.

H1 =
1

1 + j2πf(1 + δ1)RC
H2 =

1
1 + j2πf(1 + δ2)RC

, (4.2)

with µδi
= 0 and σδi

= 0.05. One can imagine that the mismatch in the
transfer will be worst around the edge of the passband, where gain and
phase vary the most. Assume fc = f3dB = 1/2πRCHz = 20 MHz and
W = 1 MHz. Numerically evaluating (4.1) with the transfer of (4.2) for
random independent δi yields the probability density function (pdf) of the
power estimation shown in fig. 4.1. The pdfs for both AC and XC are close
to Gaussian.
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Clearly, the XC-system outperforms the AC-system in estimation accu-
racy. This can be intuitively understood by realizing that for AC (one
receiver), δ1 = δ2, while for XC, δ1 and δ2 tend to ‘cancel out’. Indeed,
simulations indicate that the standard deviation of the power estimation
error for AC is about

√
2 larger than for XC.

4.2 Prototype Design

The basic philosophy for the design of the prototype is (1) to have a high
linearity by design, (2) to improve linearity by attenuation, (3) to reduce
the increased noise by XC, and (4) to make it suitable for integration on one
single CMOS-chip. The block diagram of the system is shown in fig. 4.2.

4.2.1 Mixer-first Receiver

The mixer-first architecture of [53] provides a good starting point for high-
linearity spectrum analysis, with IIP3ib = +11 dBm. The 65 nm CMOS chip
consists of a mixer and IF-amplifiers. It avoids amplification at RF, where
linearization techniques such as feedback are inadequate to achieve very
high linearity. Instead, the first stage is a passive mixer with only switches
and capacitors, which are both very linear in CMOS.

The passive double-balanced quadrature sampling mixer is shown in
its single-balanced form in fig. 4.3. It achieves IIP3 = +26 dBm [53, 118].
The switches are controlled by a four-phase non-overlapping square-wave
LO with 25% duty cycle. The conversion loss of the mixer is 0.9 dB. Due
to noise folding and 1 dB loss due to the switch-resistance, the double
sideband noise figure (NF) is 1.9 dB [53, 119, 120].

At IF, the signal is amplified, where a high loop-gain can be achieved
to attain good linearity using resistive feedback (IIP3 = +11 dBm). The
IF-amplifiers provide 13.5 dB voltage gain at a simulated 50Ω-based NF
of 3 dB, which brings the total NF of the chip to a measured 5.5 dB (in [53],
the NF fluctuates somewhat). In total, the receiver obtains SFDR = 79 dB
in 1 MHz resolution bandwidth (RBW) [53].

4.2.2 Impedance Matching & Attenuation

The input impedance of the passive quadrature mixer in fig. 4.3 at the
local oscillator (LO)-frequency for non-overlapping LO-phases has been
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analyzed in [119], resulting in the following equation (more elaborate
analyses exist, see e.g. [121], but are not required here)

Zmixer ≈ (X− 1)Rleft + XRswitch, (4.3)

where Rleft is the resistance seen from the mixer looking towards the source,
Rswitch is the on-resistance of the switches in the mixer, and

X =
4
D

(
1 −

(
sinπD

πD

)2
)−1

, (4.4)

where D denotes the duty cycle (0 < D < 1). For a 25% duty cycle, this
simplifies to X = π2/(π2 − 8) ≈ 5.28. One could state that this mixer
is ‘fundamentally’ unmatched; for Rleft = 50Ω (a typical RF-source) and
Rswitch = 5Ω, Zmixer ≈ 240Ω.

It is desirable to match to 50Ω for at least two reasons. First of all,
each receiver will have its own PCB, and requires cables to connect them.
These cables, as well as the on-PCB transmission lines, have a character-
istic impedance of 50Ω. If the system has a significantly different input
impedance, non-negligible reflections will occur, with a resulting input
signal that heavily depends on the actual frequency and the physical di-
mensions of transmission lines and cables. Furthermore, this system will
require external RF-filters to mitigate harmonic downmixing, and these
filters usually require a 50Ω load to operate properly.

Besides impedance matching, Rleft and Rswitch also influence the band-
width of the mixer at the IF-frequency: together with Cmixer it forms a
lowpass RC-filter. With a duty cycle of 25%, the resistance seen from the
capacitor is effectively quadrupled [53], making the cutoff-frequency

f3dB,IF =
1

8π(Rleft + Rswitch)Cmixer
. (4.5)

It is possible to provide matching by using baseband components,
which, translated by the mixer switches, form an RF-impedance [118].
However, in the XC-case, impedance matching and attenuation can be
easily combined using resistors. It is desirable to keep f3dB,IF equal at
different settings of the attenuator, so that the specific setting does not
influence the circuitry behind it. The interface between the attenuator and
the mixer does not need to be matched, provided they are located closely
enough together.

Overall, there are three requirements for the attenuation/matching
network: provide 50Ω-matching, keep f3dB,IF constant, and provide a
certain attenuation A. Since there are three independent requirements, at
least three components are needed to fulfill these requirements, which in
fig. 4.2 are represented by RA, RB, and RC. Implementing the attenuator
with resistors guarantees wideband operation, high linearity and easy
CMOS-integration. It will be shown in chapter 5 that such an attenuator
can be implemented in CMOS with IIP3 > +30 dBm.
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Table 4.1: Some attenuator component values for Rsrc = Zin =
50Ω, f3dB,IF = 18 MHz, Cmixer = 64 pF, and Rswitch = 5Ω.

A AdB [dB] RA [Ω] 2RB [Ω] RC [Ω] used

1.00 0 0 147 0 Xa

0.89 1 5 126 1
0.79 2 10 108 2
0.71 3 14 94 3
0.63 4 17 82 5
0.50 6 24 63 8 Xb

0.35 9 31 44 13
0.25 12 36 30 17
0.20 14 39 24 20

a Referred to as network 1 or N1 b Referred to as network 2 or N2

Due to the required 50Ω impedance per PCB and the low operating
frequencies, a resistive power splitter is used to split the source signal and
route it to the two receivers. The splitter consists of three resistors with
Rsplit = Rsrc/3 ≈ 17Ω, and provides a fixed voltage attenuation of 6 dB
from the voltage source to each output of the splitter.

Define the attenuation A without this 6 dB (see fig. 4.2), so

A =
ZmixerRB

RB(Zmixer + RC) + RA(Zmixer + RB + RC)
. (4.6)

The input impedance of the system is

Zin = Rsplit +
1
2
(
Rsplit + RA + RB|| (RC + Zmixer)

)
, (4.7)

where x||y means that x and y are in parallel. Rleft generally yields a long
expression, but when input matching is achieved, it simplifies to

Rleft = RC + RB||(RA + Rsrc). (4.8)

Given Zin, f3dB,IF, and A, the values of RA, RB and RC can be found.
Table 4.1 shows some component values for Zin = Rsrc = 50Ω, f3dB,IF =

18 MHz, Cmixer = 64 pF, and Rswitch = 5Ω, which correspond to the proto-
type design. These values imply Rleft = 30Ω. For simple reference, define
AdB , −20 log10 A. The final column indicates which attenuators are used
in the measurements. The two attenuator networks will be referred to as
network 1 (for A = 1.00) and network 2 (for A = 0.50) in the remainder
of this chapter. The choice for these attenuations is based on obtaining a
considerable improvement in linearity, while not increasing integration
time too much for displayed average noise level (DANL) measurements or
practical applicability.

4.2.3 Baseband

A PCI-card with 4 14-bit differential analog-to-digital converters (ADCs)
(PMC66-14HSA14) is used to convert the differential IQ-pairs of the receiver
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Figure 4.4: Noise floor of, and correlated noise between, the ADC-pairs in
the PMC66-14HSA14 (sampling at 10 MS/s).

outputs to the digital domain, see fig. 4.2. The maximum sample rate that
can be handled by the operating system is slightly above 11 MS/s per
channel, but it is experimentally found that 10 MS/s offers the cleanest
spectrum (harmonics of an internal 10 MHz reference clock then all alias
to DC). To reduce the noise folding due to sampling, a discrete fifth-order
passive Butterworth-filter is implemented that in combination with the
ADCs has a cut-off frequency of 12 MHz. This cut-off frequency is chosen
to allow this fixed filter to be used at higher sample rates as well, while the
additional noise due to noise folding in this prototype is less than 1 dB. The
ADCs suffer from a large amount of correlated noise from the many nearby
electronics on the board itself and within the PC, as shown in fig. 4.4.

This high correlated noise floor requires a sufficiently large voltage gain
to be able to measure the correlated noise from the frontend itself. This volt-
age gain is provided by a cascade of low-noise TI-THS4130 opamps, in total
providing 52 dB gain (11 dB, 21 dB and 20 dB, respectively). The high gain
causes the DC-offset of the zero-IF receiver (≈ 7 mV) to exceed the input
range of the ADCs. Therefore, the final two stages of the opamp cascade
are AC-coupled with a cutoff frequency of 1 kHz.1 The whole cascade of
opamps is used for noise measurements (to overcome the correlated noise
of the ADCs), while only the first stage is used for linearity measurements
(to prevent the ADCs from saturating). This is also the reason why the
SFDR of the frontend cannot be directly shown in a single measurement,
and has to be derived from the separate NF and input-referred third-order
intermodulation intercept point (IIP3)-measurements.

As discussed in section 3.2.6, an FX-correlator (FXC) is used. To filter
out spurious tones present in the lab environment, and to get a good visual-
ization of the spectrum, 1024-point fast Fourier transforms (FFTs) are used.
To eliminate finite wordlength effects as much as possible, XC is performed
on a regular PC in MATLAB using double floating-point precision. To be
more robust for receiver mismatch and differences in LO phase, P̃xc is used
as the spectral estimator.

1More sophisticated techniques exist to mitigate DC-offset, which may be applied here as
well, but they are not important for the experiments to be performed.



63

C
H

A
P

T
E

R
4.

A
D

ISC
R

E
T

E
P

R
O

T
O

T
Y

P
E

4.3 Expected Performance

The available power at the input of a SA is −174 dBm/Hz (room temper-
ature), and the SA adds noise to it. The power displayed on the screen
is equal to −174 dBm + NF. Due to the stochastic nature of noise, actual
values will fluctuate around these mean values with a certain standard
deviation. The DANL is the value that will be displayed on average, and
therefore the DANL of the SA is equal to −174 dBm + NF.

The true PSD can be more closely approximated by averaging, such
that the mean value does not change, but the variance reduces. Many
publications (e.g. [92, 94, 111, 122]) claim that a lower noise floor allows
higher sensitivity, even when averaging is allowed. When the spectra
are displayed on a logarithmic scale, as is generally done on SAs, this
makes sense: a signal far below the (smooth) noise floor will not raise the
displayed line even a single pixel, so it will not be recognized. When the
SA has a much lower NF, and thus a lower DANL, the signal will visibly
raise the displayed trace. In fact, after averaging long enough to reduce
the variance to negligible levels, there is no difference between the two
situations at all when viewed on a linear scale, except for a positive offset
in the situation with a higher DANL.

In chapter 7, it will be shown that in the presence of noise uncertainty,
a lower noise correlation ρ leads to detection of smaller signals. A lower
ρ directly translates to a reduction in DANL for P̃xc. This may explain
the claims of [92, 94, 111, 122] that a lower DANL allows better sensitivity.
In any case, the connection between DANL and ρ is the reason why the
expected performance of this prototype will be expressed using the DANL
in the calculations that follow.

With XC, the DANL depends not only on the NF, but also on the aver-
aging time, which is denoted by DANLeff (DANLeff is always defined in
dBm/Hz in this thesis). Equivalently, from DANLeff one can define an ef-
fective NF, NFeff, as NFeff , DANLeff+174. After infinitely long averaging,
the DANL is set by the correlated noise. This DANL is defined as DANLcorr

(always in dBm/Hz), with corresponding NFcorr , DANLcorr + 174.
The system performance parameters of interest for the prototype are

IIP3 and NF, where the NF (or DANL) is interesting before, during and
after the XC process. IIP3 and NF without XC are derived in section 4.3.1.
DANLcorr will be derived in section 4.3.2, and DANLeff as a function of
measurement time in section 4.3.3.

4.3.1 Performance without Crosscorrelation

Resistive impedance matching adds about 3 dB NF (and IIP3) compared
to the unmatched case (NF = 5.5 dB, IIP3 = +11 dBm) in [53], because
in this chapter a resistive network is used to implement the matching.
Including the 6 dB loss of the resistive splitter, the NF and IIP3 will be
increased by 9 dB using network 1, and 15 dB using network 2 (as defined
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in table 4.1). The opamps add 2.1 dB to the NF (calculated using datasheet
and feedback resistor values), and the ADCs another 0.7 dB due to noise
folding (calculated using opamp datasheets and measured transfer of
anti-alias filter and ADCs). Thus, the total for network 1 (network 2) is
NF = 5.5+9+2.1+0.7 = 17.3 dB (23.3 dB) and IIP3 = +20 dBm (+26 dBm).

4.3.2 Noise floor due to correlated noise

In this prototype, the correlated noise power originates from the antenna
(or source), from the resistors in the splitter and attenuator, and from noise
folding (of the noise from the previous two effects) in the mixer and the
ADCs. The noise from the antenna limits DANLcorr to −174 dBm/Hz.

As the splitter is composed of resistors, and there is no buffer between
the attenuator networks in both paths (see fig. 4.2), noise generated by these
passive components induces a voltage in both paths. Since XC multiplies
the voltage outputs of the two receivers (with the result in the power
domain), this results in correlated noise power. The noise correlation due to
the splitter and attenuators is analyzed using fig. 4.5 for the single-ended
case. The differential implementation with a balun at the input yields
identical results [123]. In the analysis, it is assumed that there is no parasitic
coupling between the two receivers, and that there is enough gain to make
the correlated noise of the ADCs negligible.

The input impedance Zmixer of the mixer is assumed noiseless. The
antenna noise is modeled by R1, the splitter by R2, R3 and R7, and the atten-
uation networks by the other resistors. The on-resistance of the switches is
not explicitly modeled, but the generated noise can be treated in the same
way as the noise of R6 and R10; it turns out to have a negligible impact on
the noise correlation.

The transfer functions αi to node x and βi to node y of the noise voltage
vni

of each resistor Ri can be calculated in a straightforward manner,
resulting in vx =

∑10
i=1 αivni

and vy =
∑10

i=1 βivni
. Note that except for

i ∈ {1, 2, 5, 9}, αi and βi have opposite sign. From symmetry of the circuit it
immediately follows for i ∈ [3, 6] that αi = βi+4, βi = αi+4 and Ri = Ri+4.

The crosscorrelation function of noise voltages vx and vy is

γXY(τ) = E
[
vx(t)vy(t+ τ)

]
= E

[(
10∑
i=1

αivni
(t)

)(
10∑
i=1

βivni
(t+ τ)

)]

= E

[
10∑
i=1

αiβivni
(t)vni

(t+ τ)

]
=

10∑
i=1

αiβiE
[
vni

(t)vni
(t+ τ)

]

=

10∑
i=1

αiβiγni
(τ).

The second line uses the fact that the noise of a resistor is independent of
the noise of the other resistors. Using the linearity of the Fourier transform,
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Figure 4.5: Schematic for calculating the effect on NF by the splitter plus
attenuation network, before and after correlation.

the cross-spectrum is

ΓXY(f) =

10∑
i=1

αiβiΓnini
(f). (4.9)

In the prototype, R1 = 50Ω and R2 = R3 = R7 = 17Ω. Using table 4.1,
Rleft = 30Ω, and thus Zmixer ≈ 150Ω. The correlated noise power from the
resistor network, normalized to the power delivered by the source, is equal
to Fcorr, with NFcorr , 10 log10 Fcorr, with

Fcorr =

10∑
i=1

αiβi

〈
v2
n,i
〉

|α1|
2
〈
v2
n,1

〉 = 1 +

|α2|
2 〈

v2
n,2
〉
+ 2

6∑
i=3

αiαi+4
〈
v2
n,i
〉

|α1|
2
〈
v2
n,1

〉 , (4.10)

where
〈
v2
n,i

〉
= 4kBTKRi V2/Hz is the one-sided spectral density of the

thermal noise of Ri. In total, this yields DANLcorr = −174 + NFcorr =

−169.7 dBm/Hz for all networks listed in table 4.1. Simulations using a
combination of transient noise in SPECTRERF and processing in MATLAB

verify these results. For arbitrary attenuation, DANLcorr is limited by the splitter
and attenuator to at least -169.7 dBm/Hz.

Driven by a square-wave LO, the mixer suffers from harmonic down-
conversion. Since the paths to both mixer inputs are equal and, to a first-
order approximation, frequency-independent, the correlation between the
noise at both mixer inputs is equal for all frequencies. Hence, noise folding
in the mixers increases NF and DANLcorr by the same amount, which is
0.9 dB in the prototype. In total, the derived theoretical minimum DANLcorr

is −168.8 dBm/Hz. Simulations (SPECTRERF + MATLAB) confirm these re-
sults within ±0.7 dB; the frequency translation of the mixer also influences
its input in a complicated way, which is not taken into account in (4.10).

Noise folding also occurs in the ADCs (which adds another estimated
0.7 dB to the NF), but due to the frequency-selective operation of the mixer
and the limited bandwidth of the IF-circuitry, the noise folding of correlated
noise is expected to be negligible. In other words, noise folding at the ADCs
is expected to contribute only to the NF, but not to NFcorr.



66

4.3.
E

X
P

E
C

T
E

D
P

E
R

FO
R

M
A

N
C

E

Figure 4.6: The measurement setup with the two PCBs identically oriented
and about 1 cm apart. To reduce coupling between them, another setup
uses 50 cm lateral separation between the PCBs.

4.3.3 Noise Floor and Measurement Time

With P̃xc, the DANLeff is lowered as a function of measurement time. The
uncorrelated noise will be reduced with longer measurement time, but the
correlated noise will remain, see section 3.2.4.

A higher frequency resolution (higher M) requires a longer measure-
ment time to obtain the same noise floor (in dBm/Hz). To obtain expres-
sions independent of different M and sample rates, the term normalized
measurement time (NMT) is introduced. One NMT is the time required to
acquire enough samples for one FFT. The number of independent samples
in a single bin of the FFT then is equal to NMT.

The NF of each receiver is NF = 17.3 + AdB. As was calculated in
section 4.3.2, DANLcorr is independent of the attenuation, which implies
that ρ is lower for higher attenuation. By noting that ρ denotes the fraction
of the noise power that is correlated, it is equal to the ratio of the noise
power after performing XC infinitely long to the noise power without XC.

In other words, ρ can be rewritten as ρ = Fcorr/F. E
[
P̃xc

]
can then be found

by substituting K = NMT, SNR = 0, and ρ = Fcorr/F in (3.30), which in its
turn can be used to calculate DANLeff:

DANLeff = −174 + NF + 10 log10 E
[
P̃xc

]
[dBm/Hz]. (4.11)

As 0 6 E
[
P̃xc

]
6 1, and E

[
P̃xc

]
decreases for larger K, the effective noise

floor, DANLeff, decreases with increasing measurement time.
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(a) Single mixer with network 1 with fLO = 200 MHz (zoom-in on the right).
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(b) Single mixer with network 1 with fLO = k · 50 MHz
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(c) Measurement results for different situations with fLO = 300 MHz and fLO = 1400 MHz.
M denotes mixer, N1 denotes network 1, N2 denotes network 2, and S denotes the splitter.

Figure 4.7: Measurement results for S11.

4.4 Measurements

Several measurements are performed with the measurement setup in
fig. 4.6: impedance matching (section 4.4.1), noise reduction (section 4.4.2),
and reduction of oscillator phase noise (section 4.4.3). The overall system
performance is summarized in section 4.4.4.
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Figure 4.8: Measured spectrum as function of correlation time. The test
tone of −100 dBm was inserted to verify correct operation. The RBW in
this measurement is 10 kHz.

4.4.1 Impedance Matching

To check whether the calculations on resistor values for the unusual input
impedance of the mixer (see (4.3)) are correct, S11 is measured for several
situations. The measured frequency range is from 50 MHz (limited by the
mixer) to 1.5 GHz (limited by the measurement setup). Fig. 4.7a shows
the measured and simulated S11 of a single mixer plus network 1 (N1)
for one specific fLO (200 MHz). Fig. 4.7b shows the measured S11 of the
same configuration for many different fLO, where, for clarity, only the
measurement results around fLO are shown. There is clearly good matching
around fLO.

Fig. 4.7c shows the measured results for two different fLO, for several
different situations (only mixer (M), mixer and attenuation network (M+N1,
M+N2), and splitter with two parallel mixers and attenuation networks
(2M+S+N1, 2M+S+N2)). The mixer itself is unmatched, but the attenuator
networks provide matching. It is interesting to note that the best matching
is obtained at somewhat lower frequencies than at the LO-frequency. This
is caused by parasitic capacitances in front of the mixer (bondpad, PCB)
[121], which also explains why it is more pronounced at higher frequencies.

4.4.2 Noise Figure

An output spectrum for different measurement times is shown in fig. 4.8,
where it can be seen that the noise floor is lowered for longer measurement
time. Some peaks are visible in the spectrum, which may originate from
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Figure 4.9: Measured NFeff (markers) and theoretical fits (black) using (3.30)
as a function of measurement time for attenuation network 1. The dashed
line shows the expected results using section 4.3.3 with NF = 17.3 dB and
NFcorr = 5.2 dB.

PCs, measurement equipment, supplies or other nearby labs. They are
discarded in the determination of the DANL. Eventually, the noise floor
remains at a certain level, DANLcorr. The spectra with low NMT look
smoother because they have been averaged for better visibility of the trend
in noise reduction. The higher noise around DC is DC-offset and flicker
noise of the final opamp stage and ADCs (the AC-coupling removes the
DC-offset and flicker noise of the mixer-first CMOS chips).

The theoretical DANLeff from (4.11) for network 1 (NF = 17.3 dB,
DANLcorr = −168.8 dBm/Hz) is plotted as a function of measurement
time in fig. 4.9, together with some representative measurement results.
The measurement results are based on the noise floor such as shown in
fig. 4.8, with a test tone to determine the total gain of the system. Clearly, the
measured DANLcorr is sometimes significantly lower and sometimes signif-
icantly higher than predicted. For network 2, similar results are obtained
(not shown), with roughly the same DANLcorr at the same RF-frequency.

The deviation between the predicted and measured DANLcorr may be
explained by several factors:

• The transfers calculated using fig. 4.5 assume no time delay between
the noise from a resistor arriving at vx and vy, while in the measure-
ment setup the time difference for some resistors is 0.50 ns due to the
PCB transmission lines, which changes the values of αi in (4.10);

• The mixers perform frequency translation, which affects their inputs,
resulting in complicated relations between vx and vy due to the
different phase-shifts of each frequency component;
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• The two receivers are stacked on top of each other, such that the trans-
mission lines on the PCB run in parallel, isolated only by a centimeter
of air (see fig. 4.6), which introduces additional frequency-dependent
coupling;

• External interference introduces positive or negative correlation when
it couples to the two receivers, depending on the phase difference.

The two parameters NF and DANLcorr in (4.11) can be fitted to match
the measured DANLeff for different RF-frequencies using network 1, see
fig. 4.9. Using only these two parameters, the match with the measure-
ments is excellent for any NMT (for 400 MHz: NF = 16.8 dB, DANLcorr =

−172.2 dB; for 600 MHz: NF = 17.2 dB, DANLcorr = −164.7 dBm/Hz; for
860 MHz: NF = 15.3 dB, DANLcorr = −168.3 dB). Similar agreement is ob-
tained with network 2 (not shown). Hence, it is believed that the measure-
ments are performed correctly, and that the aforementioned list explains
the differences between calculated and measured DANLcorr.

For further verification, the measurements are repeated with the PCBs
physically separated. In this situation, DANLcorr is almost flat over the
entire RF-bandwidth of the system and averages −170.5 dBm/Hz (see
fig. 4.11). This is almost 2 dB lower than expected, but may be explained
by the decorrelation of the noise from the resistors due to the long cables.

As this prototype is likely to have different crosstalk mechanisms from
an integrated SA, which is the eventual goal, no further effort is put into
finding the true cause of the discrepancies. Both measurement results are
reported (boards in close proximity and separated); further work on an
integrated version has to show what can practically be achieved.

4.4.3 Phase Noise Reduction

In this prototype, the external oscillators have good phase noise perfor-
mance. Therefore, phase noise is emulated by applying phase modulation.
The modulation is done by independent white noise sources, such that the
phase noise of both oscillators is independent. The oscillators are frequency-
locked using one of the two as reference for the other; each mixer is then
driven by one of the oscillators. The phases are synchronized manually
before the start of each experiment, which is necessary, because otherwise
the impedance seen by one mixer at its input is affected by the other mixer.

The obtained spectra are shown in fig. 4.10. The AC spectra are the
spectra as observed at the output of each single receiver. Because the
LO-signal generators are of different brands, it is likely that the phase
modulation input is handled in a different way, which explains why the
spectra of the two receivers differ. This is, however, not a key concern
for demonstrating the principle. For XC with NMT = 1, the observed
spectrum is roughly halfway (in dBs) between the AC spectra. Clearly, a
longer measurement reduces the phase noise.
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Figure 4.10: Measurement results for phase noise reduction using two
phase-modulated frequency-locked oscillators for (left) network 1 and
(right) network 2. For network 1, the XC-line has not been averaged.

Some crosstalk can be observed between the two receivers, as the phase
noise is only reduced by 11 dB (network 1) and 16 dB (network 2). In an-
other experiment where only one of the two oscillators is modulated, phase
noise shows up in the other path as well. This coupling is expected to scale
with the attenuation: 1 dB additional attenuation provides an additional
2 dB isolation between the mixers, and thus 1 dB reduction in the corre-
lated phase noise. Hence, 6 dB difference in phase noise reduction between
network 1 and network 2 is expected, which is close to the measured 5 dB.

4.4.4 Overall Performance

The NF and IIP3 are measured over the entire bandwidth of operation (with
a common low phase-noise oscillator that, in contrast with the previous
subsection, is not modulated), of which the results are shown in fig. 4.11.
The measured NF corresponds with the predicted NF (17.3 dB and 23.3 dB,
see section 4.3.1) ±1.5 dB, while the measured IIP3 is about 1.5 dB lower
than calculated in section 4.3.1 (20 dBm and 26 dBm).

The additional 6 dB of attenuation increases both NF and IIP3 by 6 dB;
the additional noise caused by the attenuation circuitry is completely re-
duced by XC. This agrees with the calculations of section 4.3.2, showing
that the lower bound on NF after XC is independent of the attenuation. As
a result, using (2.7), the 6 dB of attenuation increases the SFDR by 4 dB. For
both attenuation networks, DANLcorr is around −170 dBm/Hz, which is
somewhat lower (better) than the DANL of the original frontend without
attenuator. For network 1, the SFDR is increased by 5 dB as compared to
the single frontend, while for network 2 the improvement is 9 dB.
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Figure 4.11: NF and IIP3 measurement results. Here, ‘separated’ denotes
the situation where the two receivers are physically separated by about
50 cm, while ‘close’ denotes the situation where the two receivers are phys-
ically very close, as shown in fig. 4.6.

Each frontend (mixer + IF-amplifier) consumes 61 mW (fLO = 50 MHz)
to 83 mW (fLO = 1.5 GHz), while the digital signal processing (DSP) power
consumption is estimated at 10 mW (see section 3.2.6). Table 4.2 compares
the results to several other architectures, showing the high linearity and low
noise of the prototype. For the SAs, the values given at 0 dB attenuation are
used, without any (optional) preamplifiers turned on. For the integrated
solutions, the reported NF or sensitivity values are converted to DANLHz.
For NF, DANLHz = NF − 174 (dBm/Hz), and for sensitivity, DANLHz

is set equal to the sensitivity in dBm/Hz. Even though the Noise Floor
Extension (NFE) in the PXA seems to reduce DANL by 8 dB immediately
(noise level calibration is done at start-up), the variance is still the same as
at the level of −154 dBm. It takes an estimated 40 averages to get a variance
that belongs to a −162 dBm/Hz noise level.

4.5 Conclusions

A prototype is developed to test some of the predictions made in chapter 3.
The core of the prototype is a high-linearity mixer-first receiver with mod-
erate noise performance, presented in [53]. To provide both matching and
attenuation, a resistor network at the input is used. Attenuation results in
more linearity at the cost of extra (uncorrelated) noise.

The prototype confirms that duplication of the frontend and XC of the
outputs of the two frontends significantly reduces the noise. It shows
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Table 4.2: Comparison with other designs
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This work (network 1) 65b 0.05–1.5 176c 17 -169 2.7·102 17 11d

This work (network 2) 65b 0.05–1.5 176c 23 -169 4.3·103 24 18d

Soer et al. [53] 65 0.2–2.0 67 5.5 -168 11 5
Ru et al. [54] 65 0.4–0.9 60 4 -170 4 0

Park et al. [67] 180 0.4–0.9 180 50e -124 -17f -67
Kitsunezuka et al. [124] 90 0.03–2.4 37 39e -135 -11 -50

Pollin/Ingels et al. [125, 126] 40 0.1–6.0 100g 3 -171 -12 -15
Murphy et al. [56] 40 0.08–2.7 35–78 2 -172 -22h -14

Greenberg et al. [55]i 80 0.04–1.0 440 3 -171 -15 -18
Agilent PXA N9030A-503 0–3.6 450 · 103 18 -166j 40k 22 14
Rohde & Schwarz FSH4 0.01–3.6 12 · 103 29 -145 15 -14

CRFS RFeye Node 0.01–6.0 15 · 103 10 -164 20 10
Signal Hound USB-SA44B 0.00–4.4 2.2 · 103 30 -144 3 -27

a Calculated NMT to have an effective NF within 1 dB of NFcorr
b The RF-core is 65 nm, but many other components are discrete
c Only integrated part and estimated DSP power consumption
d Using the value 174 + DANLcorr + 1 as NF
e Calculated based on sensitivity given in dBm in a certain bandwidth
f P1dB given in paper as −27 dBm
g Analog frontend + 10-bit ADCs
h IIP3ib close to, but outside IF-bandwidth; true IIP3ib expected to be worse
i Receiver in maximum gain setting
j Using noise figure extension
k Calculated based on 8 dB lower expected value without lower variance

that most of the noise introduced by each frontend is uncorrelated. The
theoretical expectation of the noise floor reduction (section 3.2.4) fits well
to the measured results. Moreover, the theoretical prediction that the final
noise floor after XC is independent of the attenuation is experimentally
verified. Therefore, passive attenuation can be used to improve linearity,
while the loss in noise performance is compensated by XC and a longer
measurement time.

Experiments with the two receivers spaced closely together and far
apart show that large fluctuations in the measured DANLcorr, the DANL
after XC, are (at least to a large part) caused by crosstalk between the two
receivers, which is most likely the result of coupling between the transmis-
sion lines on the PCB. Since this effect will not be present in a single-chip
implementation, no further efforts have been put into investigating this
effect in more detail.

Overall, a significant reduction in noise level is obtained within ac-
ceptable measurement time. The achieved IIP3 of +24 dBm is 13 dB better
than what is achieved using a single frontend, while the final noise floor is
similar. In total, the SFDR increases from 79 dB to 88 dB in a 1 MHz RBW,
which compares favorably to other designs.
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Phase noise reduction by XC is also experimentally verified. The ob-
tained reduction is limited due to the lack of isolation (by design) between
the two mixers, which also prevents the use of a frequency offset between
the two receivers. Therefore, improvement of harmonic rejection (HR) with
XC (see section 3.3.3) cannot be tested with this prototype. An isolating
component between the two mixers, such as an amplifier, could solve these
issues, as will be further discussed in chapter 6.



CHAPTER 5
A HIGHLY LINEAR ATTENUATOR

As discussed in chapter 4, an attenuator can be used to improve the lin-
earity of the receiver, while crosscorrelation (XC) can be used to reduce
the increased noise floor. However, the attenuator itself should not be the
linearity bottleneck.

In this chapter, some design considerations and topologies are dis-
cussed, after which it is concluded that a two-port attenuator is desirable
for power and area reasons. Unfortunately, current implementations of
two-port attenuators do not simultaneously satisfy the linearity, bandwidth,
and insertion loss (IL)-requirements. A technique to improve the input-
referred third-order intermodulation intercept point (IIP3) of discrete-step
resistive atenuators is introduced, which mainly alleviates the tradeoff
between IIP3 and bandwidth. A prototype of this topology is designed in
0.16µm CMOS and measurement results are discussed.

5.1 Design Considerations of Attenuators

An attenuator provides a scaled-down version of the input signal at its
output. The ideal attenuator does this without distortion, at any input
power and at any input frequency. Furthermore, the scaling factor is
ideally tunable from 0 dB (no attenuation, no IL) to a very high attenuation.
It should have no feedthrough (via parasitic paths) so that high attenuation
at high frequencies can be obtained. Finally, it should occupy very little
chip area and consume no DC power.

Assume that the attenuator and the receiver circuitry following it are in
the weakly nonlinear region with only third-order distortion:

yatt(x) ≈ a1x+ a3x
3 [V] yrcv(x) ≈ b1x+ b3x

3 [V], (5.1)

Parts of this chapter have appeared in [MOA:5, 11] .
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with yatt and yrcv the attenuator and receiver output, and x in V, as MOS-
transistors are voltage-controlled devices. IIP3,att (in V2) is 4

3 |a1/a3|, and
IIP3,rcv is 4

3 |b1/b3| [127]. Then

yrcv(yatt(x)) ≈ a1b1x+
(
b1a3 + b3a

3
1
)
x3. (5.2)

For the cascade, IIP3,casc =
4
3

∣∣a1b1/(b1a3 + b3a
3
1)
∣∣. An ideal attenuator has

a3 = 0, such that IIP3,casc =
4
3

∣∣(b1/b3)/a
2
1

∣∣. Thus, IIP3,casc = IIP3,rcv+AdB dB,
with AdB , −20 log10 A the attenuation in dB and A = a1. As nonlinearity
contributions add up, IIP3,casc can be lower for a non-ideal attenuator. To
calculate the allowable a3, and thus the required IIP3,att, a compressive
nonlinearity is assumed, where a3 and b3 have the opposite sign from
a1 and b1, respectively. With α the allowable deterioration of IIP3,casc as
compared to the cascade with an ideal attenuator, one can find

a1b1

b1a3 + b3a
3
1
> α

b1

a2
1b3

⇒ a1

a3
>

1
a2

1
· b1

b3
· α

1 − α
. (5.3)

For 1 dB of allowed deterioration (α ≈ 0.8), IIP3,att > IIP3,rcv+AdB+6 [dBm].
Thus, if IIP3,rcv = 15 dBm and AdB = 10 dB, IIP3,att > 31 dBm is required.

Integrated resistors can be extremely linear, provide input matching,
handle large input powers, occupy a small area, have low feedthrough and
low parasitics, and can be cascaded for high attenuation. A straightforward
implementation would therefore be a resistor ladder with an amplifier or
buffer attached to each node, as in [128], but this requires several amplifiers,
which may occupy a large area and complicates the overall design.

The attenuator could also be a two-port device with tunable attenuation,
thus requiring only one amplifier at the output. This type of attenuator will
be discussed in more detail in section 5.2. One important trade-off is that a
low IL at 0 dB attenuation requires large transistors, which increases area,
parasitic capacitance, and feedthrough, and lowers achievable bandwidth.

A compromise for the number of amplifiers can be made when two
amplifiers are used: one is connected to the input without a switch, so
there is no IL, and another is connected via a switchable resistor ladder. An
example is shown in fig. 5.1. Exactly one of the two amplifiers is on at any
time. Matching can be obtained by feedback [129, 130] or by the ladder /
amplifier [131, 132].

As resistors add noise, many implementations use capacitive ladders
rather than resistive ones to lower the noise penalty of the attenuator.
Integrated capacitors, however, are relatively large in area when they
have to AC-couple sub-GHz frequencies, and often have a relatively large
parasitic capacitance. Moreover, the improvement in noise figure (NF) over
resistive attenuators is not as much as one might expect. Assume a resistor
is used for matching, followed by a capacitive divider. Due to the loss of
the attenuator, the noise of subsequent circuitry will play a more significant
role. Using Friis’ equations (assuming matching), it can be derived that for
a receiver with NF = 4 dB and an attenuation of 6 dB, there is only 1 dB
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Figure 5.1: Example of a structure using an attenuator with two amplifiers
in parallel, of which only one is on at any time. (Adapted from: [131])

difference in cascade NF. For 20 dB attenuation, the difference in cascade
NF is still only 2 dB.

A two-port attenuator is preferred, as the amplifier may consume a
significant amount of power or chip area, and may require external compo-
nents. Ideally, the attenuator itself is small and low-power, with low IL at
minimum attenuation.

5.2 Two-port Attenuators

The Π-attenuator and T-attenuator shown in fig. 5.2 are widely-used two-
port topologies [133–135]. For linear-in-dB controllability, the transistors
are used as voltage-controlled resistors. By properly changing the gate volt-
ages between VSS and VDD, a continuously-controlled signal attenuation
level can be achieved while maintaining input/output matching [133].

For the Π-attenuator, higher attenuation is achieved by increasing the
resistance of the series device M1. Simultaneously, the control voltage of the
shunt devices M2 and M3 adjusts their channel resistance for input/output
matching. At high attenuation settings, the channel resistance of M1 is
large, so that a large part of the input signal drops across M1. As a result,
the nonlinear channel resistance of M1 generates relatively high levels of
distortion [135].

Similarly, for the T-attenuator, higher attenuation is achieved mainly
by decreasing the resistance of the shunt device M3, while series devices
M1 and M2 together with M3 provide input/output matching. The channel
resistance of M3 is small to short the signal to ground, resulting in less

M3

M1

M2

vin vout

Vctrl,3 Vctrl,2

Vctrl,1

(a) Π-attenuator

M1

Vctrl,1

vin

M3Vctrl,3

M2

Vctrl,2

vout

(b) T-attenuator

Figure 5.2: Basic schematics of continuously-tunable Π- and T-attenuators.
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M3

M1

M2

vin vout

R3

R1

R2

(a) Π-attenuator

M1
R1vin M2

R2 vout

M3

R3

(b) T-attenuator

Figure 5.3: A single branch of a discrete-step attenuator is turned on (off)
by connecting the gates to VDD (VSS).

distortion by M3. Consequently, T-attenuators are claimed to have a higher
IIP3 than the Π-attenuators at higher attenuation settings [135].

Alternatively, for better linearity, the transistors can be replaced by
passive resistors (which are usually much more linear than transistors)
together with transistor switches as shown in fig. 5.3. Several of these
branches in parallel can then provide discrete-step attenuation [134].

A lot of effort has been devoted to improving the linearity and power
handling capability of continuously-tunable attenuators [133, 136, 137] and
discrete-step attenuators [134]. Adaptive bootstrapped body biasing [136]
is used in a cascaded Π-attenuator to suppress the body-related parasitic
effects and to improve the 1-dB compression point (CP). The stacked-FET
technique used in [137] reduces the third-order intermodulation (IM3)
distortion by distributing the voltage swing over many FETs in series to
reduce the drain-source voltage swing per FET. However, the large parasitic
capacitances of the large transistors required by this technique lower the
bandwidth and increase the minimum IL at high frequencies. Moreover, the
capacitive nonlinearities will limit the highest achievable IIP3. Therefore,
this technique is mainly effective in silicon-on-insulator (SOI) CMOS [137].

The continuously-tunable T-attenuator in [133] uses two stages to re-
duce the swing per stage, and obtains a worst-case IIP3 of +20 dBm. For a
discrete-step implementation with low switch-on resistance to minimize
distortion, the switches have to be large, resulting in less bandwidth and
larger active area. In [134], a Π-attenuator with parallel branches is de-
signed achieving a worst-case IIP3 of +23 dBm in the TV band. Overall,
these IIP3 numbers are not good enough according to table 2.3, so a more
linear implementation is desirable.

5.3 IM3-reduction in Discrete-step Resistive Attenuators

As a more linear implementation of a two-port attenuator is desirable, the
cause of the limited IIP3 in current implementations needs to be identi-
fied. Fig. 5.4 shows a signal source, a Π-attenuator, and its load, where the
input power source is modeled as a voltage source vs = 2vin with source
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Figure 5.4: Illustration of IM3 cancellation principle in a Π-attenuator.

impedance Rs.1 Assuming perfect matching, the input voltage for the atten-
uator is vin and the gain is defined by A = vout/vin, with AdB , −20 log10 A.
Large resistors in series with gate and bulk of M1 cause the gate and bulk
voltages to follow the average of source and drain voltage (the transistors
are in deep triode): with sufficiently large resistors these voltages are purely
AC-coupled via the parasitic capacitors of the transistors [134], resulting
in vgs,M1 ≈ vbs,M1 ≈ vds,M1/2. These resistors extend the bandwidth of the
attenuator, and minimize the distortion caused by all nonlinearities related
to vgs,M1 and vbs,M1 [134]. For M2 and M3, they are not always necessary as
M2 and M3 have less impact on linearity and bandwidth than M1.

All transistors are assumed to have the minimum length for maximum
bandwidth. As the switched-on transistors stay in the deep triode region,
the third-order output admittance nonlinearity is dominant. As an approx-
imation, assume that parasitic capacitances do not play a role. Thus, the
transistor distortion current (defined from drain to source) is dominated
by third-order output conductance nonlinearity. Define2

Gnml ,
1

n!m!l!
∂n+m+lIds

∂Vn
gs∂V

m
ds V

l
bs

∣∣∣∣∣Vgs=VGS,
Vds=VDS,
Vbs=VBS

[A/Vn+m+l]. (5.4)

Then ron , 1/G010 is the (linear) small-signal on-resistance of the transistor,
and G030 is the third-order output conductance nonlinearity. With fixed
channel length, G010 and G030 are, to a good approximation, proportional
to transistor width W; define ron , Kr/W and G030 , KGW. For the
0.16µm CMOS-process of NXP, as used in this chapter, Kr ≈ 640 Ω · µm
and KG ≈ −0.001 Ω−1µm−1V−2.

Assume the source outputs two tones with amplitude 2vin (thus the
power delivered to the attenuator is v2

in/Rs). At frequency fIM3, the dis-
tortion voltage at the output vfIM3

out is the sum of the distortion voltages
contributed by the individual transistors, which are created by the dis-
tortion currents id,Mk

of each transistor via the transimpedance transfer
1The T-attenuator is not discussed here, but all results naturally apply for T-attenuators

as well. They are explicitly described in [MOA:11] .
2The following notation is used: Vgs = VGS + vgs, with VGS the DC bias voltage, vgs the

(small-signal) AC voltage, and Vgs the total voltage between gate and source terminals.
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function GMk
. In its turn, id,Mk

is induced by the output conductance
nonlinearity G030,Mk

and the ‘linear’ voltage vds,Mk
across the drain-source

terminal via the transfer Hds,Mk
from vin to vds,Mk

. Thus

vfIM3
out ≈ 3

4

3∑
k=1

GMk
G030,Mk

v3
ds,Mk︸ ︷︷ ︸

id,Mk

=
3
4
KGv

3
in

3∑
k=1

GMk
WMi

H3
ds,Mk

[V]. (5.5)

The origin of the factor 3
4 is the scaling factor of the component at fIM3 of

a two-tone input with equal amplitudes [127]. GMk
and Hds,Mk

are linear
transfer functions, and can thus be easily calculated using network theory
(with Rx , R1 + ron,M1 , Ry , R2 + ron,M2 = R3 + ron,M3 , and Rload = Rs):

GM1 =
Aron,M1

1 +A
[V/A] Hds,M1 =

ron,M1

Rx + Ry||Rs
[V/V]

GM2 =
(A− 1)ron,M2

2(1 +A)
[V/A] Hds,M2 =

ron,M2

Ry

Ry||Rs

Rx + Ry||Rs
[V/V]

(5.6)

GM3 =
A(A− 1)ron,M3

2(1 +A)
[V/A] Hds,M3 =

ron,M3

Ry
[V/V].

With input/output matching, Rx = Rs(1 −A)(1 +A)/2A and Ry = Rs(1 +

A)(1 −A), resulting in (after straightforward, but tedious algebra)

vfIM3
out ≈

3v3
inK

4
rKG

8R3
s(1 +A)4

(
16A4

W3
M1

−
A3(1 −A)4

W3
M2

−
A(1 −A)4

W3
M3

)
[V]. (5.7)

As expected, (5.7) indicates that IM3-distortion decreases with larger tran-
sistors (the voltage swings across the transistors become smaller). Inter-
estingly, (5.7) also shows that low IM3-distortion can be achieved without
requiring wide transistors, as long as the right widths are chosen to min-

imize
∣∣∣vfIM3

out

∣∣∣. This latter point breaks the tradeoff between linearity and
bandwidth. IIP3,att can be found as

IIP3,att =
1
2

(
20 log10

vin

vfIM3
out

− AdB

)
+ 10 log10

v2
in

2Rs
+ 30 [dBm]. (5.8)

Solving (5.7) for WM1 to minimize
∣∣∣vfIM3

out

∣∣∣, the switch width for maximum
IIP3 is independent of the process constants Kr and KG:

WM1,opt ≈
2

4
3 A

1 −A

(
(1 −A)A2

W3
M2

+
1 −A

W3
M3

)− 1
3

[m]. (5.9)

The optimum combination of WM1 , WM2 , and WM3 depends on A, so
different transistors are needed at different A. Hence, exploiting this
IM3-cancellation mandates the use of a discrete-step attenuator.
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Figure 5.5: Simulated (marker) and calculated (line) IIP3 versus WM1 for
two attenuators (WM2 = 20µm and WM3 = 40µm) at different frequencies.

Fig. 5.5 shows simulation results for two Π-attenuators for signal fre-
quencies up to 50 GHz by sweeping WM1 for fixed WM2 = 20µm and
WM3 = 40µm. WM2 is chosen smaller than WM3 because M2 contributes
less distortion than M3 (see (5.7)) at the output of the attenuator. To keep
50Ω impedance matching and the desired attenuation, R1, R2 and R3 are
set accordingly (thus R1 is swept along with WM1 ). IIP3 is extrapolated
for an input power of −10 dBm with tones at fRF ± 1.6 MHz (thus 3.2 MHz
spacing). For center frequencies up to 50 GHz, the simulation results agree
very well with the simple model of (5.7), which validates the assumption
for deriving (5.7) that the drain-source nonlinearity is dominant. For small
WM1 , M1 is dominant for the IM3 output. As WM1 increases, its distortion
decreases and hence IIP3 increases until it is dominated by M2 and M3.3

The optimum width is well predicted, but the calculated IIP3 near the
optimum is too optimistic as it neglects other nonlinearities. For AdB =

6 dB, the optimum WM1 is 88µm according to (5.9) while the optimum
WM1 according to simulations is between 84µm and 90µm, depending on
frequency. For AdB = 18 dB, the optimum WM1 according to (5.9) is 15µm
while simulations show an optimum WM1 between 14µm and 15µm.

Similar analyses may be performed for second-order intermodulation
(IM2)-distortion, which are likely to yield similar equations, but with a
different optimum WM1 . In this thesis, the focus is on improving IIP3,
as input-referred second-order intermodulation intercept point (IIP2) is
usually high enough (using differential implementations) to make IIP3 the
distortion bottleneck. Therefore, it will not be further discussed here.

3All simulations are performed in SPECTRERF, using the PSP compact model of the
0.16µm CMOS process of NXP that is used for the implemented prototype. The PSP model
correctly fits derivatives up to the third order [138, 139] and satisfies the so-called Gummel
symmetry test (see [140, 141]), which is essential for accurate simulation of distortion.
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Figure 5.6: The Π-attenuator (AdB = 12 dB) used for PVT-simulations.

5.3.1 Limitations in IIP3-improvement

At least three factors limit the improvement that can be obtained using this
IM3-cancellation technique. Process/Voltage/Temperature (PVT)-variation
is the most obvious one. Using a realistic production variation model, 200
Monte Carlo simulations are performed on the Π-attenuator in fig. 5.6 at
several different temperatures and two different VDD to check the effect
of PVT-variation. Fig. 5.7 shows the simulated range of IIP3 at 1 GHz as a
function of temperature for VDD = 1.8 V (nominal supply) and VDD = 1.5 V.
The IIP3 remains above 30 dBm for a wide temperature range, even when
the supply voltage drops to 1.5 V. The latter can be explained by the fact
that the switches operate in very deep triode, so the threshold voltage mis-
match hardly plays a role. The effect of device mismatch around the IIP3
peaking region can be reduced by increasing the width of all the switches
with the same factor, at the cost of reduced bandwidth.

In fig. 5.4 it is assumed that the distortion currents of the transistors
have either 0◦ or 180◦ phase shift with respect to each other. This is a
valid assumption at low frequencies, but at higher frequencies parasitic
capacitances introduce a different phase shift for each distortion current,
which leads to degraded distortion cancellation.

Finally, each attenuation setting is optimized for IIP3. During operation
only one branch is enabled. The nonlinear parasitic capacitances of off-state
transistor switches now set an upper bound on the maximum IIP3 that can
be achieved by the enabled attenuator branch.
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II
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] VDD = 1.8 V VDD = 1.5 V

Figure 5.7: Simulated IIP3 range of 200 Monte Carlo simulations for mis-
match and process spread at 1 GHz for the circuit in fig. 5.6.
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Figure 5.8: Schematic of the designed Π-attenuator network.

Overall, wide transistor switches reduce the sensitivity of IM3 cancella-
tion over PVT-variations, but also limit the bandwidth and introduce two
other factors that limit maximum achievable IIP3: capacitance nonlinear-
ity and phase shift due to the parasitic capacitances. As a result, careful
optimization is necessary.

5.4 Prototype Implementation & Measurements

To verify the proposed concept, the Π-attenuator of fig. 5.8 is implemented
in a 0.16µm bulk CMOS process. It contains two blocks for different mea-
surement purposes: (1) a block (AdB = 12 dB, shown inside the gray area in
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Figure 5.9: The chip micrograph for both attenuators fabricated in the
0.16µm bulk CMOS process of NXP. The IC is shared with another design,
hence the additional lines and bondpads.

fig. 5.8) for demonstrating the validity of (5.9) and (2) a four-step attenuator
with 6 dB, 12 dB, 18 dB and 24 dB attenuation. In the 12 dB attenuation
block, each of the four branches is designed for 12 dB attenuation, but has
different WM1 to mimic a Π-attenuator with selectable WM1 for fixed WM2

(20µm) and WM3 (23µm).
The system contains the upper three attenuator branches in fig. 5.8 (all

optimized for IIP3) and the 12 dB setting optimized for IIP3 (M1d, M2d,
M3d). During operation, only one branch is enabled. For isolation and
bootstrapping purposes, the gate and bulk of M1 are connected to the
controlling voltage via 40 kΩ resistors; the gates and bulks of the shunt
devices are connected directly to the controlling voltages to save area.
For minimum signal attenuation, the transistors M1a, M1b, M1c, M1d are
enabled, and the shunt transistors are disabled, yielding an additional
1.8 dB setting that sets the minimum IL of this system. Poly resistors
are used for the series and shunt resistance in the attenuator because of
their high linearity (IIP3 around +50 dBm according to simulations). A
T-attenuator is designed as well, with a minimum attenuation equal to
1.2 dB. A digital decoder provides the controlling voltages (VDD = 1.8 V
for enabling and VSS = 0 V for disabling), and is shared by the attenuators.

The chip micrograph is shown in fig. 5.9. The active areas of the digital
decoder (not optimized), the Π-attenuator system and the T-attenuator
system are 60 × 65µm2, 50 × 30µm2 and 54 × 53µm2 respectively.
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Figure 5.10: Measured and simulated IIP3 for fRF = 1 GHz as a function
of WM1 . Sim-A refers to simulation with the nonlinear capacitance of the
off-state switches taken into account, Sim-B to simulation where it is not
taken into account.

The measurements are performed by on-wafer probing. The CP is
extrapolated from an input power of −20 dBm, and IIP3 from an input
power of −15 dBm with 3.2 MHz two-tone spacing. All simulations include
the estimated bondpad capacitances (100 fF) at the input/output of the
attenuator system in order to get a proper comparison with measurements.
IIP2 is not measured; the simulated nominal IIP2 for the Π-attenuator
(T-attenuator) is +55 dBm (+45 dBm) for all settings at fRF = 2.5 GHz with
a two-tone spacing up to 1 GHz.

5.4.1 Verification of IM3-Cancellation

The 12 dB branch of the Π-attenuator is used to demonstrate the IM3 cancel-
lation theory. The measured, simulated and calculated (using (5.7)) IIP3 as
a function of WM1 at 1 GHz show reasonable agreement, see fig. 5.10. The
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Figure 5.11: Measured (markers) and simulated (lines) IIP3 vs fRF for the
Π-attenuator for different WM1 . Note the different y-axes for the measure-
ment and simulation results.
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Figure 5.12: Measured IIP3 curves vs input power (fRF = 1 GHz) for
the Π-attenuator for the different WM1 at 12 dB attenuation (gray lines:
first/third-order extrapolations).

off-state switches have a significant influence on the linearity performance:
While simulations without taking these switches into account (Sim-B) agree
reasonably well with the calculations, measurements clearly agree more
with the simulations that do take these switches into account (Sim-A). The
difference between measured and simulated (Sim-A) IIP3 may be due to
limited accuracy of transistor modeling and unaccounted parasitics.

IIP3 as a function of fRF (up to 3 GHz) is shown in fig. 5.11. The optimum
WM1 of 20µm provides higher IIP3 than the other WM1 .

Fig. 5.12 shows the IIP3 curves for the different WM1 at 1 GHz. As the
attenuation is the same for all WM1 , the power of the fundamental output
powers is the same and the markers are thus on top of each other. How-
ever, the IM3-products are significantly different: the gray lines show a
third-order extrapolation of these IM3-products. For the particular device
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Figure 5.13: Measured S11 and S21 of the four-step Π-attenuator system. For
the minimum-attenuation setting, simulation results are shown (markers).
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Figure 5.14: Measured IIP3 curves versus input power at 1 GHz for differ-
ent settings of the Π-attenuator.

sizing in the implementation, it shows that the IM3 improvement becomes
less effective for input powers above approximately −8 dBm due to higher-
order nonlinearities. As discussed in section 2.3, this is good enough for
TV white space (TVWS). Nevertheless, the IM3-products at the optimum
width of 20µm remain (very close to) the lowest IM3-products of all four
branches, even up to higher input powers. By scaling up the transistors,
the voltage swing across them will be less, and thus the IM3-curve will
follow the small-signal third-order behavior up to higher input powers.

The optimum sizing has very little effect on CP compared to the over-
sized switch: the measured CP is 5.6, 12.0, 15.7, and 16.0 dBm for WM1 is 8,
14, 20, and 32µm, respectively. Note that IIP3 increases together with CP,
except at the optimum size for IIP3.

5.4.2 Discrete-step Attenuator Measurements

For the 6, 12, 18 and 24 dB settings of the Π-attenuator, the measured
and simulated S11 and S21 (50Ω reference) are shown in fig. 5.13. Due
to a mistake in the decoder design, the 1.8 dB setting cannot be enabled,
and therefore only simulated values are shown. S21 for the 24 dB setting
increases with frequency due to feedthrough via parasitic capacitances.

The measured IIP3 curves as a function of input power at fRF = 1 GHz
are shown in fig. 5.14. The IIP3 for the Π-attenuator are 31 dBm, 33 dBm,
38 dBm, and 36 dBm for 6 dB, 12 dB, 18 dB and 24 dB attenuation. Again,
for high input powers (> −8 dBm) higher-order nonlinearities kick in.

The measured IIP3 of ten dies in one wafer for fRF = 1 GHz shows
< ±1.5 dB IIP3 variation, as shown in fig. 5.15. This confirms the robustness
of this IM3 cancellation technique.

Fig. 5.16 summarizes the measured IIP3 for various fRF. Due to band-
width limitations of the measurement setup, the IIP3 cannot be measured
below fRF = 50 MHz. The measured IIP3 is above +30 dBm in the TV
bands (0.05–1 GHz), above +26 dBm for 0.05–5 GHz and above +24 dBm
for 0.05–10 GHz. At higher fRF, extra phase shifts, caused by the parasitic
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Figure 5.15: Measured IIP3 for ten samples at 1 GHz.

capacitances, degrade the IM3 cancellation. The measurement results agree
rather poorly with the simulation results. One explanation could be that
due to the IIP3-cancellation in the design, other effects start to dominate,
which may not be modeled well enough as they are significantly smaller
than the term that is usually dominant. More research is required to find
the cause of the discrepancy.

The CP is above +3 dBm from 0.05–10 GHz, see fig. 5.17. For the 18 dB
and 24 dB attenuation settings, M1 is quite small and hence experiences
a relatively large voltage swing, causing CP < 10 dBm for fRF < 1 GHz.
Using wider M1 in these settings can increase CP. At lower frequencies, the
AC-coupling between source/drain and gate becomes less effective. This
increases vgs of the series transistors, and thus generates more distortion
and decreases CP. Increasing the gate series resistor can alleviate this
problem, but making it too large may increase the noise and/or slow down
the transition when changing the attenuation setting.
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Figure 5.16: Measured and simulated IIP3 vs fRF for different settings of
the Π-attenuator.
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Figure 5.17: Measured (solid) and simulated (dashed) CP vs fRF for different
settings of the Π-attenuator.

5.4.3 Benchmarking

In table 5.1 the Π- and T-attenuator designs are compared with state-of-the-
art two-port attenuators. Both designs using the proposed IM3 cancellation
technique achieve very high linearity, and simultaneously, high bandwidth
for a very low active area in standard bulk CMOS.

5.5 Conclusions

For maximum linearity, the input attenuator, which is followed by a re-
ceiver / spectrum analyzer (SA), will ultimately limit the linearity perfor-
mance. Therefore, a highly linear attenuator implementation is desired.
Attenuators based on simple resistive or capacitive ladders may offer the
highest linearity, but require an amplifier or buffer attached to each node.
A two-port attenuator is desirable as it does not require more amplifiers or
buffers, but it suffers from a tradeoff between linearity and bandwidth.

In this chapter, a wideband IM3 cancellation technique has been pre-
sented for two-port attenuators that allows individual optimization of
branches in a resistive discrete-step attenuator. Simple, yet accurate equa-

Table 5.1: Comparison with state-of-the-art attenuators.

[136] [134] [133] [137] [142] This (Π) This (T)

CMOS 0.18µm 65 nm 0.13µm SOI 0.18µm 0.16µm 0.16µm
VDD [V] 1.8 1.2 1.2 5 N/A 1.8 1.8

Area [ mm2] 0.28 0.05 0.7 N/A 0.5 0.0054 0.0067
RF-band [GHz] 0.4–3.7 0.4–0.8 0.0–2.5 0.05–4.0 0.0–14 0.05–5.0 0.05–5.6

IIP3 [dBm] +15 +23 +10 +47 +29 +30 / +27 +30 / +27
(at fRF [GHz]) 0.7 0.4–0.8 10 1 10 0.05–1 / 5 0.05–1 / 5.6

CP [dBm] +6 N/A +2.5 +30 +15 +3 / +10 +11
(at fRF [GHz]) 0.7 N/A 1 10 0.05–1 / 1–10 0.05-10
Flatness [dB] 2.6 N/A 2.6 3.0 0.7 1.6 1.6
Max. att. [dB] 33 48 42 40 31.5 24 24
Min. att. [dB] 0.96–2.9 5.8 0.9–3.5 2.4–4.0 3.7–10 1.8–2.4 (sim) 1.3–2.2 (sim)

Return loss [dB] > 9 > 12 > 8.2 > 14 > 9 > 14 > 10
Control modea L D L L D D D

a L: linear-in-dB, D: discrete-step
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tions for transistor width dimensioning have been introduced. For specific
transistor widths, the dominant distortion currents of their nonlinear on-
resistance cancel at the load, which results in a high IIP3, even for relatively
small transistors. This ensures a high linearity, while the small transistors
result in a lower chip area and higher bandwidth. It thus enables highly
linear wideband CMOS attenuators with small active area.

A four-step Π-attenuator system designed in 0.16µm CMOS using
this IM3 cancellation technique achieves > 30 dBm IIP3 for the TV bands
(0.05–1 GHz), > 26 dBm IIP3 for 0.05–5 GHz and a CP higher than 3 dBm
for 0.05–10 GHz, with only 0.0054 mm2 of active area. Both measurement
and simulation results show good robustness of this IM3 cancellation
technique.

The cancellation works up to input powers of −8 dBm, where higher-
order nonlinearities become dominant. Note that almost all received signals
in TVWS have lower power, as discussed in section 2.3. Therefore, this
technique is very suitable for an integrated SA.



CHAPTER 6
AN INTEGRATED PROTOTYPE:

UTSFINX

In this chapter, an integrated prototype of a crosscorrelation spectrum ana-
lyzer (XCSA) is discussed. This prototype is dubbed UTSFINX: University of
Twente: Spurious-Free dynamic range Improvement by removing Noise through
Xcorrelation. Section 6.1 discusses the design of UTSFINX, while section 6.2
presents all the measurement results. The linearity and noise performance
are compared to other implementation in section 6.3, and conclusions are
drawn in section 6.4.

6.1 Design

UTSFINX is designed with several considerations in mind. First and fore-
most, it should be designed for high linearity, as crosscorrelation (XC)
reduces the noise floor. Secondly, it should address the problems that were
identified in chapter 4 with the discrete prototype: (1) limited phase noise
reduction and the inability to use two different local oscillator (LO)-fre-
quencies in the receivers due to crosstalk between the mixers, (2) crosstalk
between the two PCBs, (3) a high noise figure (NF) due to the resistive
splitter at the input, and (4) a discrete implementation of the attenuator.
With an integrated prototype, there will be only one PCB, which solves
problem (2).

The passive mixer-first architecture used in chapter 4 lacks isolation
between the frontends, which limits the obtainable phase noise reduction.
It also prohibits the use of a frequency offset between the two receivers,
which is useful for the harmonic rejection (HR)-techniques employing XC
of section 3.3.3, and when two bands should be received simultaneously.

Parts of this chapter have appeared in [MOA:7, 9, 12] .
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Figure 6.1: System diagram of the proposed system, with the dashed box
indicating the parts integrated on-chip.

A linear receiver with reverse isolation between mixer and receiver
input is used in [54]. High linearity is obtained by keeping voltage swings
low at radio frequency (RF) and using feedback techniques at baseband.
By using two identical receivers, each with 100Ω input impedance, input
matching can be obtained without using a resistive splitter. Fig. 6.1 shows
the system diagram employing this topology in a XCSA, with the parts that
are implemented on-chip in the dashed box. In this implementation, the
attenuator is followed by a low-noise transconductance amplifier (LNTA)
for input power to current conversion. The output current of the LNTA
is then mixed down by a passive mixer employing a HR-architecture.
Following circuitry is left off-chip to allow for more experimental freedom
and to more easily measure the achieved RF linearity.

A transimpedance amplifier (TIA) converts the current to a voltage at
baseband, while RC-feedback provides a first-order low-pass filter to limit
the intermediate frequency (IF)-bandwidth. This low-pass filtering will at-
tenuate blockers before they generate a large swing, thus improving overall
linearity. The inputs of the TIA (implemented with a TI-THS4130 opamp)
act as a virtual ground, reducing the swing at the output of the LNTA,
improving its linearity. The TIAs are followed by more amplification to
properly interface with the analog-to-digital converters (ADCs), which are
preceded by anti-alias filters.

When not used for XC spectrum sensing, both receivers may be oper-
ating stand-alone. An (on-chip) switch is then required to (dis)connect
them. This gives the configurations in fig. 6.2a and 6.2b. To provide input
matching in both configurations, the receivers need to change their input
impedance, the implementation of which will be discussed later. Further-
more, a mode is implemented where both receivers have a high-ohmic
input impedance, referred to as highZ, as shown in fig. 6.2c. The reason for
this mode will be explained in more detail in section 6.1.2.
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Figure 6.2: The chip can be reconfigured to several modes.

6.1.1 Attenuator

The attenuator is used to improve the linearity of the receiver, while the
additional noise is reduced through XC. Thus, the attenuator should not
limit linearity itself. Therefore, a discrete-step attenuator employing the
technique of chapter 5 is used. Several settings are implemented (single-
ended) with 2 dB, 6 dB, and 10 dB attenuation. An additional large bypass
switch is added as a 0 dB setting; it gives only 0.1 dB insertion loss (IL).

The input impedance needs to be 50Ω when a single receiver is used,
and 100Ω when two receivers are put in parallel for XC spectrum sensing.
Therefore, each setting is designed for 100Ω input and output matching,
and two of them are put in parallel to enable 50Ω input matching.

6.1.2 Low-noise Transconductance Amplifier

The LNTA is based on [54], and consists of a differential input and seven
identical differential slices, see fig. 6.3. The seven slices of the LNTA
are combined in a 2:3:2 ratio to approximate the ideal 1:

√
2:1 ratio of a

HR-mixer to suppress the 3rd and 5th harmonic of the square-wave LOs.
A CG-stage (M1 and M2) provides matching: M1 and M2 each have

gm ≈ 1.4 mS, which amounts to Rin ≈ 1/(7 · 2 · 1.4 · 10−3) ≈ 50Ω for seven

M1

M2

Lext

M4

M3

RFin+

0/2/6/10dB

RFout+

RFin-

0/2/6/10dB Lext

RFout-

CMFB

Figure 6.3: Circuit-level implementation of one slice of the LNTA.
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Figure 6.4: General small-signal equivalent circuit for LNTA noise analysis
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slices in parallel. By selectively activating zero, one or two transistors per
slice, a highZ, 100Ω or 50Ω input impedance can be obtained, respectively.
The common mode feedback (CMFB)-circuit makes sure that the output
remains biased at half the supply voltage to enable maximum output swing.
A CS-stage [M3 (gm ≈ 6.8 mS) and M4 (gm ≈ 4.8 mS)] provides additional
gain. M3 provides the bias current for M1 and M2, which is shunted by the
external inductor of 100 nH that is shared by all slices.

The CG-CS-configuration has the ability to cancel the noise of the CG-
stage if their gain has the same magnitude but opposite phase [143]. In
this implementation gm,CS � gm,CG, which increases the overall transcon-
ductance, but makes the cancellation only partial. For the noise analysis,
consider the transistors as ideal voltage-controlled current sources with
noise power spectral density (PSD) equal to 4kBTKγNEFgm A2/Hz, with
γNEF the noise excess factor of the transistor (usually somewhere between
2/3 and 3/2). A small-signal equivalent circuit is shown in fig. 6.4.

Define gm,CG , 7(gm,M1 + gm,M2), gm,CS , 7(gm,M3 + gm,M4) ≈ 80 mS,
gm,tot , gm,CG + gm,CS. In the XC-mode, two LNTAs will be in parallel:
define α = 0 when the two receivers are disconnected, and α = 1 when
they are in parallel. The output current of the first LNTA i

(1)
out is equal to

i
(1)
out = i

(1)
out,+ − i

(1)
out,−

= H
(1)
n,srcin,src +H

(1)
n,CG,1in,CG,1 +H

(1)
n,CG,2in,CG,2

+H
(1)
n,CS,1in,CS,1 +H

(1)
n,CS,2in,CS,2,

(6.1)

with H
(1)
xx the transfer from noise current ixx to i

(1)
out, which can be derived

from the small-signal equivalent circuits. Note that with these approxi-
mations, Hn,CS,2 = 0, and when α = 0, Hn,CG,2in,CG,2 = 0. The following
expression for the noise factor can then be obtained:

F = 1 + γNEFgm,CG
(1 + (αgm,CG − gm,CS)Rs)

2

g2
m,totRs

+ γNEFgm,CS
(1 + (1 + α)gm,CGRs)

2

g2
m,totRs

+ αγNEFgm,CGRs. (6.2)
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For γNEF ≈ 1, the NF in 50Ω mode (gm,CG ≈ 20 mS) is 3.0 dB. In 100Ω
mode (gm,CG ≈ 10 mS), when the other receiver is connected and in 100Ω
mode as well, the NF is 3.8 dB. In the highZ mode (gm,CG = 0), it results in
a NF of only 1.0 dB. This is all within 0.1 dB from simulation results.

Part of the LNTA and the following stages contribute independent
noise in the individual receivers, so at this point the displayed average
noise level (DANL) expected after XC can be calculated. The product of
the receiver outputs is of interest here, as this is the result used for power
estimation. By noting that cross-terms involving noise components from
different devices have an expected value of 0, one can find

E
[
i
(1)
outi

(2)
out

]
= |Hn,src|

2 E
[
i2
n,src

]
+

H
(1)
n,CG,1H

(2)
n,CG,1E

[
i2
n,CG,1

]
+H

(1)
n,CG,2H

(2)
n,CG,2E

[
i2
n,CG,2

]
. (6.3)

Due to symmetry, H(1)
n,CG,1 = H

(2)
n,CG,2, H(1)

n,CG,2 = H
(2)
n,CG,1, etc. Using the fact

that the transfers are in the idealized situation not frequency-dependent,
and E

[
i2
n,src

]
= 4kBTK/Rs, E

[
i2
n,CG,1

]
= E

[
i2
n,CG,2

]
= 4kBTKγNEFgm,CG, it

is possible to find a ‘correlated noise factor’ similar to (6.2):

Fcorr = 1 + 2
H

(1)
n,CG,1H

(2)
n,CG,1

|Hn,src|
2 γNEFgm,CGRs. (6.4)

The result is that for γNEF ≈ 1, NFcorr = 2.0 dB in the 100Ω mode. In other
words, after crosscorrelating many samples, the DANLHz should converge
to −172 dBm/Hz. The residual noise correlation is caused by the CG-noise
currents flowing between the two receivers, as is illustrated in fig. 6.2b.

From (6.4) it is clear that if gm,CG = 0 (as is the case for the highZ-mode),
Fcorr = 1, and thus NFcorr = 0. Fig. 6.2c illustrates this effect by showing
zero current flow between the two receivers, compared to non-zero current
flow in the 100Ω-mode. XC removes all receiver noise, and only the noise
from the source remains: DANLHz will be equal to −174 dBm/Hz.

6.1.3 Mixer & LO

The HR-mixer steers the LNTA output currents to a differential I/Q output.
It is driven by an 8-phase LO with 1/8 duty cycle, which is generated from
an externally applied clock at an eight times higher frequency.

The LO-generation circuitry is shown in fig. 6.5. It first converts a
differential sine-wave input to a square wave, which is then used to drive
a circular shift register. One flipflop is preloaded with a ‘1’, and all others
with ‘0’. In this way, the eight outputs have a duty cycle of 1/8. The
maximum input frequency is 8 GHz (limited by the reset-circuitry), so the
maximum LO-frequency is 1 GHz.

The shift-register outputs are buffered by clock drivers to drive the
mixer switches. A small overlap of the clock phases, which can occur due
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Figure 6.5: LO-generation circuitry to generate an 8-phase LO.

to mismatch, can result in significant noise degradation. Therefore, the
clock drivers internally employ asymmetric rise and fall times to slightly
reduce the duty cycle to nominally 1/9.1

Fig. 6.6 shows a plot of input-referred third-order intermodulation
intercept point (IIP3) for the cascade of LNTA and passive mixer (driven
by an ideal LO), where the width of the mixer switches is swept. The
impedance from mixer output to TIA-input and the non-ideality of the
TIA are simulated as an ideal 10Ω resistance (IIP3 is determined at these
10Ω resistors). Larger mixer switches require a more power-hungry clock
driver, so a width of 25µm is used to obtain a simulated IIP3 of around
+16 dBm for the cascade, in both 50Ω and 100Ω mode. In both cases, the
choice is less than 1 dB from the simulated optimum at a width of 40µm.

6.1.4 On-chip Receiver Connection

The two receivers on-chip are identical. For easier routing on the PCB
(one differential transmission line per side), the second receiver is rotated
180◦ with respect to the other (no strict receiver matching is required, see
section 4.1). This requires a long on-chip wire (> 1 mm) to connect them.

To connect or disconnect the two receivers, a series-shunt configuration
is used, as shown in fig. 6.7a. This configuration improves the isolation
between the two receivers in stand-alone mode, and isolates the input from
the parasitic capacitance of this long line. With the switches sized to have
2Ω on-resistance each, and an ohmic loss of 2Ω for the wire, 0.5 dB IL is
added for the second receiver.

1It is worth mentioning that this implementation has some problems. At high frequencies,
the reset-circuitry is not fast enough, so a reset has to take place at a lower frequency and the
frequency should be slowly increased. At certain frequencies, however, the available signal
generators seem to switch internally, which creates a transient, causing the ring of flipflops to
lose state. Therefore, it may be better to use stateless dividers, or add some logic such that the
ring automatically converges to a desired state, regardless of the initial state.
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Figure 6.6: Simulated IIP3 LNTA and mixer cascade versus W of the mixer
switches at fLO = 500 MHz.

6.2 Measurements

The chip is implemented in the 65 nm low-power bulk CMOS technology
of ST. It operates at 1.2 V, with an area (including bondpads) of 1 × 1 mm2.
An annotated photograph is shown in fig. 6.8a. The active area excluding
decap is 0.15 mm2. The chip is packaged in a QFN44-package, as shown in
fig. 6.8c, where the top has been removed to show the IC inside it.

The measurement setup is shown in fig. 6.9. It is located inside a
Faraday cage to minimize external interference. The IL of cables and hybrid,
but not the PCB, are corrected for (de-embedded) from the measurement
results. Off-chip baseband circuitry is not de-embedded. The feedback
resistance of the TIA is 1 kΩ, and the feedback capacitance is 8 pF for
20 MHz bandwidth. The anti-alias filters, different from the ones used in
chapter 4, have a cut-off frequency of 8 MHz, and the ADCs sample at
10 MS/s, resulting in a noise floor that is slightly higher near the Nyquist
frequency in digital baseband due to aliasing.

The isolation in stand-alone mode is measured as follows. With both re-
ceivers in 100Ω mode and connected on-chip, the output power of the sec-
ond receiver is measured for a certain input power applied to the RF-input
of the first receiver. Then the receivers are put in 50Ω mode and discon-
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(b) Isolation measurements

Figure 6.7: The two receivers can be (dis)connected.
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Figure 6.8: UTSFINX is fabricated in the 65 nm bulk CMOS process of ST.

nected without changing the applied input power. The power difference
between these two measurements is the isolation between the receiver
inputs when they are disconnected, and the result is shown in fig. 6.7b for
0 dB attenuation. More than 80 dB of isolation is obtained up to 0.8 GHz,
after which it drops to just below 60 dB at 1 GHz.

Fig. 6.10a shows the LO power consumption (per receiver): it scales
almost linearly from 7.5 mW at fLO = 0.3 GHz to 20.4 mW at fLO = 1.0 GHz.
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(a) PCB with IC and opamps (b) Measurement setup in Faraday cage

Figure 6.9: Setup for UTSFINX-measurements. The PC with anti-alias filters
and ADCs is located outside the Faraday cage to minimize interference.

The differential implementation ensures low LO-leakage from the mixer
to the input, while the LNTA (and attenuator) reduce the leakage further.
The measured LO-radiation (0 dB attenuation) is well below −70 dBm (see
fig. 6.10b), and scales with the attenuation (not shown). The RF circuitry
consumes 15.3/12.8/10.3 mW per receiver in the 50Ω/100Ω/highZ-mode.

6.2.1 Two Receivers in Parallel

Measurement results of two receivers in parallel, each with 100Ω input
impedance, are shown in fig. 6.11. Matching (S11 < −9.6 dB) at 0 dB at-
tenuation is obtained from 150 MHz (limited by the external inductor) to
650 MHz (limited by capacitance of the attenuators, LNTAs, four bondpads,
and the long interconnect). At higher attenuation, the inductor and part of
the capacitance are shielded by the resistive attenuator, achieving matching
from below 100 MHz to above 1 GHz.

At 0 dB attenuation, the gain is around 30 dB, and varies 2.2 dB over
the whole band, which closely matches simulation. The NF is around
10 dB, which is almost 3 dB more than simulated. After extensive searching
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Figure 6.10: Measurements of LO power consumption and radiation.
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Figure 6.11: Measurement results of two receivers in parallel for all attenu-
ation settings (black lines and circles for receiver 1; triangles for receiver 2).
Some simulation results for 0 dB attenuation are shown as gray lines. In the
bottom graph, the HR of the first receiver is shown for several harmonics.

and debugging, it is concluded that the cause of the discrepancy must be
originating from inside the chip, but the origin has not been found. The
gain of the other receiver follows that of the first, but is 0.2–0.6 dB lower, as
expected from the IL. The attenuation lowers the gain and increases the
NF, as expected.
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For 0 dB attenuation, the 1-dB compression point (CP) increases from
0 dBm at 300 MHz to around +3 dBm at 700 MHz and above. The IIP3 is
very close to the simulation results at around +15 dBm over the whole
band, except below 400 MHz where it is slightly higher. Both CP and
IIP3 increase 1 dB per dB with the attenuation (CP at 10 dB attenuation is
above +12 dBm; the input power is not increased further due to risk of
oxide/junction breakdown).

HR-measurements are performed with input frequencies up to 3.5 GHz;
e.g. for measuring HR7, the LO-frequency is increased only up to 0.5 GHz.
The even-order harmonics are suppressed by 57 dB or more, indicating
good matching and LO-balance. image rejection (IR) is relatively poor at
30 dB, which may be caused by the baseband components (3◦ difference
in phase or 0.6 dB difference in gain already limits IR to 30 dB, see fig. 2.7).
Theoretically, the 7th harmonic is 17 dB down for an ideal square wave and
with infinite bandwidth; the measurements show HR7 around 26 dB, with
the difference most likely caused by limited matching bandwidth.

6.2.2 Single Receiver

With the receiver used for regular reception, the two receivers are discon-
nected on-chip. Each receiver turns to 50Ω input impedance by reconfig-
uring the attenuator and LNTA as described in section 6.1.

Disconnecting the receivers largely reduces the parasitic capacitance at
the input, which results in a much wider matching bandwidth, see fig. 6.12.
With two CG-transistors activated for 50Ω matching, the transconductance
of the LNTA, and therefore overall gain, is expected to increase by about
1 dB, which is verified in the measurements. Due to the lower capaci-
tance, the gain curve is more constant than for two receivers. NF at 0 dB
attenuation is measured at around 8 dB, which is again almost 3 dB more
than simulated. Compared to the two-receiver case, CP is lower by about
the same amount as the gain is higher. IIP3, on the other hand, is very
comparable, which is in agreement with fig. 6.6.

The HR-results (here measured up to 3 GHz input frequency) show
again that the even harmonics are well suppressed, although HR2 < 60 dB
at higher frequencies. HR5 is comparable to the two-receiver case, while
HR3 is somewhat worse. Based on the 2 : 3 : 2 ratio of the LNTA, HR3 ≈
HR5 > 30 dB is expected at all frequencies. It is not yet clear why HR3 is
worse, and why there is so much difference between HR3 and HR5.

6.2.3 High-impedance Mode

The noise correlation with two receivers in parallel limits the measured
DANLHz to about −171 dBm/Hz due to the 100Ω matching at the input.
The inputs of the receivers can be made high-ohmic, so that in principle no
noise currents can flow from one receiver to the other. This should not only
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Figure 6.12: Measurement results of a single receiver for all attenuation
settings. Some simulation results for 0 dB attenuation are shown as gray
lines. In the bottom graph, HR is shown for several harmonics.

achieve a higher sensitivity [92], but is also very interesting for built-in
self-test (BIST), where internal nodes are preferably not loaded.

The setup is exactly the same as in the matched case. The IL due to
wiring and the external hybrid is assumed to be identical to the matched
case. The source (signal generator) is modeled as a voltage source with
50Ω output resistance. The signal generator assumes 50Ω matching, and
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Figure 6.13: Measurement results of two receivers in parallel with high-
ohmic inputs (circles for receiver 1, triangles for receiver 2). Some simula-
tion results are shown as gray lines.

internally generates twice the voltage required for the desired power at
the load. Since the MOS-devices are voltage-controlled, this 2× passive
voltage gain improves gain and NF, and degrades IIP3 and CP.

The transfer of the used hybrid (Tyco H-183-4) is not specified for
terminations other than 50Ω, so its effect is hard to de-embed. Here, the IL
of the hybrid is de-embedded, measured with proper 50Ω terminations.
The measurement results, shown in fig. 6.13 for two high-ohmic receivers
in parallel, agree reasonably well with simulations with an ideal hybrid
(50Ω input impedance on all ports, regardless of their loads). A more
or less periodic ripple in measured gain is observed (also visible in NF,
CP, and IIP3), which may indicate impedance mismatch effects. Note that
resistive attenuation does not make sense in this case, and thus only the
0 dB setting is measured.

The measured return loss is less than 3 dB over the whole band; most
of the power is reflected, as desired. At higher frequencies, parasitic input
capacitance lowers the gain and increases the NF (which is again almost
3 dB higher than simulated). As one would expect, a higher gain gives a
lower compression and linearity.
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Figure 6.14: Crosscorrelation noise measurements at fLO=400 MHz. Left:
noise floor as function of NMT for 10 dB attenuation. Right: DANLHz as
function of NMT for all attenuation settings.

6.2.4 Crosscorrelation

Fig. 6.14 shows the measured DANL as a function of normalized measure-
ment time (NMT) for 10 dB attenuation at fLO = 400 MHz, where NMT = 1
equals the time required to obtain enough samples for one fast Fourier
transform (FFT) per receiver (100µs for the 10 kHz resolution bandwidth
(RBW) in fig. 6.14). It is worth explaining why the DANL of −155 dBm/Hz
at NMT = 1 is about 1 dB less than the DANL of −154 dBm/Hz from
autocorrelation (AC) (a NF of 20 dB in fig. 6.11). For K = 1, AC has a
non-central χ2-distribution with 2 degrees of freedom (with mean 2), while
XC has a Rayleigh-distribution (with mean

√
π/2); thus the difference

is a factor
√

2/π ≈ 0.8. This difference also follows from the approxi-

mation using (3.30): for AC (ρ = 1), E
[
P̃xc

]
= 1, while for XC (ρ ≈ 0),

E
[
P̃xc

]
≈
√
π/4 ≈ 0.8. Both results correspond to −1 dB.

As an example of the improvement obtained with XC, consider the
10 dB attenuation setting with a RBW of 1 MHz (which is somewhere be-
tween the bandwidth of a wireless microphone and a digital TV (DTV)-signal).
Obtaining enough samples for each FFT (independent of the actual ADC
sample rate) then takes 1µs, so the use of 600 FFTs takes 0.6 ms, an ac-
ceptable time for many purposes. From fig. 6.14, DANLHz then decreases
from −155 dBm/Hz to −167 dBm/Hz, improving spurious-free dynamic
range (SFDR) by 2

3 · 12 = 8 dB.
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Figure 6.15: Final DANLHz obtained after NMT = 216 as a function of
RF-frequency and attenuation setting.

Fig. 6.15 shows DANLcorr over the RF-bandwidth of 0.3–1.0 GHz, mea-
sured by inserting a known tone of low power at 1 MHz IF (the image
power is well below the noise) and determining the noise floor around
−1 MHz IF. The IF-gain at 1 MHz is the same as at −1 MHz, so in this way
an accurate gain estimate is obtained, and, therefore, an accurate input-
referred noise level. Even though the receiver NF is almost 3 dB more
than expected, DANLcorr is close to the predicted −172 dBm/Hz for all
attenuation settings. The DANL at 10 dB attenuation deviates somewhat
from the other attenuation settings at higher frequencies; an explanation
for this has not yet been found.

In the highZ-mode, there is ideally no correlated noise in the two re-
ceivers: DANLcorr is expected to be close to −174 dBm/Hz. The measure-
ment results indicate that this is almost achieved: a DANLcorr around
−173 dBm/Hz is found, again about 1 dB higher than predicted in sec-
tion 6.1.2. Apart from small calibration errors, this difference may be
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(a) XCSA-output (AdB = 10 dB) of a mod-
ulated 1 MHz-wide 100-tone signal. The
individual receiver spectra are also shown.
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(b) Measurement of phase noise reduc-
tion using two PM-modulated frequency-
locked oscillators (0 dB attenuation).

Figure 6.16: Several other measurements performed with the XCSA.
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explained by the shared low-ohmic ground that may introduce some noise
correlation, and the IL of the PCB. This IL is shared by both receivers, and
directly translates to a higher DANL.

To demonstrate the benefit of a high SFDR, fig. 6.16a shows the mea-
sured spectrum of a modulated multitone signal that was applied to the
input of the system. As a reference, the spectrum as detected by the individ-
ual receivers is also shown. The signal is created by setting the generator to
a high output power and using a passive attenuator at its output to lower
the signal to around −50 dBm. The spectral widening due to non-linearity
in the signal generator can be observed much more clearly and with greater
accuracy in the XC-output.

In the presented system, the oscillators are external with good phase
noise performance, which prohibits a visible improvement in phase noise
performance using our ADC-board. Therefore, wideband PM-modulation
is applied to two frequency-locked synthesizers from Agilent. In this way,
the phase noise of both LOs is independent and detectable. The obtained
spectra at 0 dB attenuation are shown in fig. 6.16b. As a reference, the
spectra of the individual receivers are also shown. The phase noise is seen
to be reduced by more than 20 dB. This improvement is independent of
the actual phase noise performance of the LOs, so XC can also be used to
make a good LO look even better.

6.2.5 Crosscorrelation and Harmonic Rejection

In section 3.3.3, the technique of [98] was discussed to improve HR by
employing XC with a frequency offset between the two receivers. This
frequency offset could not be applied to the prototype of chapter 4 because
of the lack of isolation between the two mixer-first receivers. In UTSFINX,
a frequency offset can be applied, and measurement results thereof are
discussed next.

The measurements of HRk (k 6= 0, 1) are carried out with the following
settings: f2 = f1 − 0.2 MHz (thus ∆fLO = −0.2 MHz), fin,1 = fLO + 1.2 MHz
(P1 = −90 dBm), fin,k = kfLO + 1.9 MHz (Pk = −20 dBm). The measured
power at 1.2 MHz IF is set to equal the input power of −90 dBm, and the
HRk can then be found by evaluating the power of the downconverted
harmonic compared to its original input power. For IR, only one input
tone is applied at fin,1 = fLO + 1.2 MHz at −50 dBm, with the image power
measured at −1.2 MHz IF. Flattop windows are used to accurately estimate
the power of the sinusoids and to have good sidelobe suppression to
maximize the maximum improvement in HR. This will be explained in
more detail later in this section.

An example measurement for IR is shown in fig. 6.17 (only part of
the usable baseband spectrum shown). In the spectrum of receiver 1
(receiver 2), the desired signal at 1.2 MHz (1.4 MHz) and the image at
−1.2 MHz (−1.4 MHz) are clearly visible. The IR is around 29 dB for both
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Figure 6.17: Example measurement for IR at fLO = 400 MHz.

receivers. After correcting for ∆fLO in receiver 2, the desired signal lines
up, while the images do not. After performing XC only once, the strongest
spur present is at −48 dBc.2 Unfortunately, this spur does not go down by
correlating longer, because it is present in both receiver outputs.

The spurs that can be found in the spectrum of receiver 1 are located
at −1.4, −0.2, 1.4 and 1.6 MHz. The spur at −1.4 MHz may be caused
by crosstalk at IF: it is 50 dB below the desired signal in receiver 2 (due
to the IQ-nature of the IF-signals, the signal at 1.4 MHz can be visible at
−1.4 MHz in the other receiver). The other spurs may be explained by a
mistake in the layout: although the analog and digital supplies of the two
receivers are all separate (there are 4 supply domains, all at 1.2 V), their
grounds were accidentally low-ohmically connected via the padring. Mea-
surements of the on-chip ground (indirectly accessible via the RF-ground
of the second RF-input, which was not used in the measurements) clearly
show both LO-frequencies (and both clock frequencies at eight times the
LO-frequencies), as well as many of their harmonics.

The LO-buffers are inverters, which respond to their input, but also to
the supply and ground. As a result, the mixers are driven by an LO that is
modulated by the other clock and LO. The inverter-like CS-stages of the
LNTAs are connected to the same ground, and are also modulated by the
LOs and their harmonics. Overall, all kinds of intermodulation products

2As they look similar, spurs and image components are collectively referred to as spurs.
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Figure 6.18: Example measurement for IR at fLO = 1000 MHz.

between the input signal and the LO-frequencies and their harmonics may
arise in the signal and the LO-path, which after downconversion can result
in even more terms. Further research should be carried out to determine
the cause of these spurs, e.g. by modulating the input signal such that it
can be clearly distinguished from the tones of the LOs.

Another measurement example (with higher RBW) of IR is shown in
fig. 6.18, where the LO-frequency is now 1 GHz instead of 400 MHz. Again,
the IR of the individual receivers is around 29 dB, and the spur after XC
at −1.4 MHz is at −48 dBc. However, in this case the strongest spur is lo-
cated at −1.6 MHz, likely caused by more crosstalk at the higher operating
frequency. One can argue now about which frequencies constitute the
image: is it just at −1.2 MHz and −1.6 MHz, or should any spurs that are
(in)directly caused by finite IR be counted as well? In order to be on the safe
side, the strongest spur in the whole frequency range around (more pre-
cisely: plus or minus ∆fLO) the two image frequencies is used to determine
IR. Similarly, for HRk, the strongest spur around the two downconverted
components ±k∆fLO is taken to determine HRk. Thus, in this example, IR
is found to be 35 dB, only about 5 dB better than the individual receivers.

The results are also shown when, instead of correlating only once, XC
is also performed with NMT = 8. The noise floor goes down (as expected),
but so are some of the spurs, such as the ones at −1.2 and 0.4 MHz. For
the spur at −1.2 MHz, this is precisely what is predicted by (3.38): the
power of the decorrelated image is reduced by XC. The initial power in the
XC-spectrum is the geometrical mean of the power of receiver 1 (caused
by the image) and that of receiver 2 (caused by noise). HRk is thus not
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Figure 6.19: Example measurement for HR3 at fLO = 300 MHz.

only a function of the HRk of the individual receivers, but also of their noise
performance and the RBW.

A measurement of HR3 is shown in fig. 6.19, with fLO = 300 MHz.
The signal fin,3 of −20 dBm at 901.9 MHz mixes down to −1.9 MHz for
receiver 1 and to −2.7 MHz for receiver 2 (after frequency correction),
both at −48 dBm. Thus, with an input power of −20 dBm, this results
in HR3 = 28 dB. For XC, the strongest remaining peak is −70 dBm at
−2.7 MHz, resulting in HR3 = 50 dB, an improvement of 22 dB. As was the
case for IR in the previous examples, correlating longer does not lower this
highest peak as it is correlated between the receivers.

Without crosstalk, the immediate HR-improvement would be higher,
and further improved by increasing the measurement time (see also (3.38)).
Nevertheless, even with crosstalk, a significant gain in HR is obtained.

HRk is measured for different fLO and k, and the results are shown
in fig. 6.20. The results without XC are the geometrical mean of HRk of
the two receivers (the HR of the two receivers matches quite well). HRk

with XC is consistently determined using the strongest spur present (as
explained before), which is always better than HRk for the individual
receivers, except in the single instance of HR2 measured at 300 MHz, where
it is a fraction of a dB worse.

The 4th and 6th harmonics are already 70 dB rejected in the individual
receivers by the differential implementation, but XC still improves HR4

and HR6 to 75 dB, without calibration. With XC, HR7 (the 7th harmonic is
not suppressed by the HR-mixer) improves from 25 dB for the individual
receivers to 45 dB, an improvement of 20 dB. For other harmonics, such as
the image, the 3rd and the 5th, the improvement obtained using XC ranges
from 5 dB to 25 dB. The IR decreases with frequency, because the spur at
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Figure 6.20: Measured HR without (black markers) and with XC (white
markers) for several relevant harmonics, measured up to 3.5 GHz input
frequency (thus the 7th harmonic is only measured up to 500 MHz).

−1.6 MHz (also visible in fig. 6.17) increases with frequency (likely due to
the crosstalk mechanism).

Discussion

The definition of HR becomes somewhat vague when a frequency offset
in combination with XC is used, as there are now two fundamental com-
ponents, each of which can generate responses in the XC-spectrum due
to finite HR of the individual receivers. Crosstalk mechanisms, such as
experienced in UTSFINX, may generate additional components.

Without averaging, where receiver 1 would estimate |R1[k]|
2, and re-

ceiver 2 would estimate |R2[k]|
2, XC using P̃xc would estimate |R1[k]| · |R2[k]|.

In other words, the power in the XC-spectrum is the geometrical mean, or
average power in dB, of the AC power estimates of the individual receivers.
The power estimates of the individual receivers include the noise contribu-
tions, which are both functions of their receiver NF and the RBW. So, even
when there is no crosstalk, the finite HR in a receiver will introduce a spur
in the XC-spectrum. If a signal in a single receiver is 10 dB stronger, the
spur in the XC-spectrum will be 5 dB higher. Similarly, if there happens to
be another signal downconverted to the same baseband frequency, the spur
in the XC-spectrum will also be higher. Thus, HR actually is a function of
the input spectrum. If the noise is uncorrelated from the signals (which
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is generally assumed), the spur will reduce for longer measurement time.
This means that HR also is a function of measurement time.

Even if one assumes that there is no crosstalk, no correlated noise,
infinite measurement time, and infinite precision in the digital domain, the
achievable HR using the basic FX-correlator (FXC) is still limited due to
limitations in the FFT-window.3 Consider an arbitrary window w[m] of
length M, normalized such that 1

M

∑M−1
m=0 w[m] = 1 to correctly estimate

the power of a sinewave. Its frequency response W(f) is defined as

W(f) ,
M−1∑
m=0

w[m]e−j2πmf. (6.5)

Thus, W(f) = W(f + 1) and W(0) = 1. A simple case to evaluate is the
situation where a sinewave at a certain frequency f0 is present in the output
of receiver 1, and a sinewave at a frequency f0 + ∆f in receiver 2:

r1(t) = ej2πf0t r2(t) = ej2π(f0+∆f)t, (6.6)

with t = m/fs and f0 = fs
M
(k0 + ∆k). Here, ∆k, with − 1

2 6 ∆k < 1
2 ,

represents the offset of f0 with respect to the center of a bin. Note that
when∆f 6= 0, there is no mathematical correlation at any frequency between
r1(t) and r2(t). Writing the receiver outputs in the digital domain as

r1[m] = ej2πm
k0+∆k

M r2[m] = r1[m]ej2π∆fm = ej2πm
k0+∆k+∆f

M , (6.7)

the response of the FFT of r1 and r2 in bin k are

R1[k] =

M−1∑
m=0

r1[m]w[m]e−j2πkm
M =

M−1∑
m=0

w[m]e−j2π(k−k0−∆k) m
M

= W

(
k− k0 − ∆k

M

)
R2[k] = W

(
k− k0 − ∆k− ∆f

M

)
.

(6.8)

Thus, using an FXC and P̃xc, the result of XC is

P̃xc[k] =

∣∣∣∣W (
k− k0 − ∆k

M

)∣∣∣∣ ∣∣∣∣W (
k− k0 − ∆k− ∆f

M

)∣∣∣∣ . (6.9)

With ∆f = 0, P̃xc[k0] = |W(−∆k/M)|2, which is only the true power
1 if ∆k = 0. In practice, input signals can occupy any frequency, so
the window response may be evaluated at arbitrary ∆k. The deviation
|W(−∆k/M)| /W(0) is referred to as scalloping loss. It is thus desirable
to have |W(−∆k/M)| ≈ W(0) for all ∆k. Similarly, for ∆k = 0 and
∆f 6= 0, P̃xc should converge to 0 as there is no correlation, which means

3Window-tradeoffs important for XC spectrum sensing, such as equivalent noise band-
width and sidelobe fall-off rate, are left outside of the discussion.
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Figure 6.21: Illustration of sidelobe suppression (left), scalloping loss, and
6 dB-BW (right) of 1024-point rectangular and flattop windows.

W(−∆f/M) = 0 is desired ∀ |∆f| > 1
2 : there should be no significant leak-

age. For finite M, there must be a transition region between W(f) = 1 and
W(f) = 0. Usually a 6 dB-BW is defined where |W(f)| > 0.5.

Moreover, |W(f)| may increase again due to sidelobes. The sidelobe
suppression is the relative power of the largest sidelobe: it is equal to
the inverse of the maximum of |W(f)|2 after the first zero-crossing. The
sidelobe suppression of a window is generally less for smaller M.

To properly decorrelate harmonic images, the sidelobe suppression
should be high enough and ∆f should be significantly larger than the BW
of the window. This is graphically illustrated for the rectangular window
and the flattop window in fig. 6.21. The rectangular window wR is equal
to applying no window at all:

wR[m] = 1 =⇒ WR(f) = e−jπf(M−1) sinπfM

M sinπf
, (6.10)

while the flattop window wF is defined as (rounded coefficients)

wF[m] = 1 − 1.93 cos
(

2π
m

M− 1

)
+ 1.29 cos

(
4π

m

M− 1

)
− 0.388 cos

(
6π

m

M− 1

)
+ 0.032 cos

(
8π

m

M− 1

)
. (6.11)

For the rectangular window, WR(k/M) = 0 for k ∈ [1, 2, · · · ,M− 1]. If
∆k = 0, the response is 1 for k = k0, and 0 otherwise (i.e. no leakage). The
6 dB-BW is 1.21 bins, the scalloping loss 3.9 dB, and the sidelobe suppres-
sion for a 1024-point FFT 13.3 dB. In the scenario with a single sinewave
in each receiver output, this means that, if ∆f happens to be the frequency
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distance between the main and the first sidelobe, P̃xc[k0] is only 6.6 dB
lower than the power of the sinewave that is present in only one of the two
receivers.

The flattop window has a scalloping loss below 0.01 dB, and a sidelobe
suppression for a 1024-point FFT of 93 dB. These are the reasons to choose
the flattop window in the measurements presented here. However, the
6 dB-BW is 4.59 bins, which means that the RBW is significantly reduced.
Moreover, the flattop window gives a loss of 5.76 dB in signal-to-noise
ratio (SNR). Both properties would significantly increase the required
measurement time for a given PFA,des and PMD,des, and desired RBW.

All in all, there is a lot more to consider with respect to improving HR
with XC than what has been done in the measurements presented in this
chapter. The measurement results should therefore be interpreted with care.
What can be concluded with certainty based on these measurements is that
(1) HR can be improved with this technique, (2) it works for all harmonics,
(3) it can give significant improvements without additional measurement
time, and (4) crosstalk can be a major limiting factor.

6.3 Benchmarking

Table 6.1 compares a number of spectrum analyzers (SAs), spectrum sens-
ing solutions and wideband receivers from literature (identical to table 4.2)
with UTSFINX. Without XC, the linearity and DANL are comparable to com-
mercial SAs. With XC, a significantly lower noise floor is obtained, even
lower than the PXA with Noise Floor Extension (NFE) enabled. Lowering
the noise floor comes at the cost of measurement time. The 10 dB attenua-
tion setting requires 1700 averages to get a DANLHz of −168 dBm/Hz. The
lower NF for the same IIP3 makes it 2.5 times faster than the prototype in
chapter 4 with network 2.

Compared to spectrum sensing solutions in literature, a much higher
linearity and better DANL is obtained, even without XC. As the external
baseband components used in this experiment operate at 15 V, the com-
parison may not be entirely fair compared to [55, 56, 66, 67], which have
integrated baseband components. Nevertheless, it still gives an indication
that the performance achieved by this technique is very promising.

6.4 Conclusions

An integrated SA is desirable for software-defined radio, Dynamic Spec-
trum Access (DSA), and BIST, but the design faces many challenges. Spec-
trum analysis using XC can reduce thermal noise and phase noise, and
improve linearity, at the cost of measurement time.

In this chapter, a high-linearity design in 65 nm CMOS operating at
1.2 V from 300 MHz to 1.0 GHz is discussed. It consists of two RF-frontends
with attenuators, and achieves +25 dBm IIP3 and a DANL of better than
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UTSFINX (0 dB attenuation) 65b 0.3–0.7 41–54 11 -169 16 15 9c

UTSFINX (2 dB attenuation) 65b 0.3–1.0 41–66 13 -169 42 17 11c

UTSFINX (6 dB attenuation) 65b 0.3–1.0 41–66 17 -169 2.7·102 21 15c

UTSFINX (10 dB attenuation) 65b 0.3–1.0 41–66 21 -169 1.7·103 25 19c

UTSFINX (highZ-mode) 65b 0.3–1.0 36–61 6–10 -172 6–42 4–10 1-7c

Chapter 4 (network 1) 65d 0.05–1.5 176e 17 -169 2.7·102 17 11c

Chapter 4 (network 2) 65d 0.05–1.5 176e 23 -169 4.3·103 24 18c

Soer et al. [53] 65 0.2–2.0 67 5.5 -168 11 5
Ru et al. [54] 65 0.4–0.9 60 4 -170 4 0

Park et al. [67] 180 0.4–0.9 180 50f -124 -17g -67
Kitsunezuka et al. [124] 90 0.03–2.4 37 39f -135 -11 -50

Pollin/Ingels et al. [125, 126] 40 0.1–6.0 100h 3 -171 -12 -15
Murphy et al. [56] 40 0.08–2.7 35–78 2 -172 -22i -24

Greenberg et al. [55]j 80 0.04–1.0 440 3 -171 -15 -18
Agilent PXA N9030A-503 0–3.6 450 · 103 18 -166k 40l 22 14
Rohde & Schwarz FSH4 0.01–3.6 12 · 103 29 -145 15 -14

CRFS RFeye Node 0.01–6.0 15 · 103 10 -164 20 10
Signal Hound USB-SA44B 0.00–4.4 2.2 · 103 30 -144 3 -27

a Calculated to have an effective NF within 1 dB of NFcorr
b Baseband components are external
c Using the value 174 + DANLcorr + 1 as NF
d The RF-core is 65 nm, but many other components are discrete
e Only integrated part and estimated DSP power consumption
f Calculated based on sensitivity given in dBm in a certain bandwidth
g P1dB given in paper as −27 dBm
h Analog frontend + 10-bit ADCs
i IIP3ib close to, but outside IF-bandwidth; true IIP3ib expected to be worse
j Receiver in maximum gain setting
k Using noise figure extension
l Calculated NMT based on 8 dB lower expected value without lower variance

−169 dBm/Hz at a power consumption of around 50 mW. When matching
is not required, the DANL can be reduced further to below −172 dBm/Hz.

The presented prototype also allows verification of the concept of com-
bining XC with an LO frequency offset for one of the receivers to decor-
relate the harmonic images, and thus improve HR for all harmonics. Im-
provements of up to 25 dB in HR have been observed without requiring
additional measurement time, and up to 80 dB HR is obtained for some har-
monics without calibration. The improvement in HR is limited by crosstalk
due to sub-optimal layout; without the crosstalk, the improvement is ex-
pected to be much more. In spite of these imperfections, the technique
gives significant improvements.

Overall, it can be concluded that XC with two linear frontends is promis-
ing to realize integrated SAs in CMOS with high linearity and sensitivity.



CHAPTER 7
LOWERING THE SNR-WALL

WITH CROSSCORRELATION

The existence of a lower bound on the signal power that can be detected, the
signal-to-noise ratio (SNR)-wall, was explained for energy detection (ED) in
section 3.1.3. In section 3.2.1, it was intuitively argued that crosscorrelation
(XC) can lower this SNR-wall. In this chapter, this explanation is quantified
using a theoretical model, and some of its predictions are compared to
SNR-wall measurements performed with UTSFINX.

7.1 The SNR-wall of Crosscorrelation

The model for XC as discussed in chapter 3 is repeated here for convenience
in fig. 7.1. It consists of two receivers, which are ideally identical, but which
may have differences in terms of noise performance and phase, frequency
and amplitude response.

To find the SNR-wall for this model, the derivations follow the proce-
dure for ED in section 3.1.3. First, the SNR-wall is derived for the ideal
situation with two identical receivers. This allows the use of the estimator
P̂xc, which uses only the real part of the output decision metric Y, as dis-
cussed in section 3.2.4. The important situation of phase offset of the input
signal at the output of the two receivers is considered next. In that case,
P̃xc, which is based on the absolute value of the XC-output rather than only
the real part, can be used to be independent of phase offset.

When both receivers are in phase, i.e., ∆φ = 0, the first two central
moments of P̂xc are given in (3.27). For H0 (SNR = 0) and for H1 (SNR > 0),

Parts of this chapter have appeared in [MOA:3] and may appear in [MOA:14] .
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Figure 7.1: The XC system model of fig. 3.2b, repeated for convenience.

these can be written as

µ0 = ρ σ2
0 =

1 + ρ2

2K
(7.1)

µ1 = ρ+ SNR σ2
1 =

1
2K
(
2SNR2 + (2 + 2ρ)SNR + 1 + ρ2) . (7.2)

If the noise power is not exactly known, the threshold must be pur-
posely biased by scaling with the peak-to-peak uncertainty U, which is
assumed to equally affect the correlated and uncorrelated noise parts:

λxc = U(µ0 + σ0Q
−1
FA,des). (7.3)

The theoretical and simulated PMD and PFA without noise uncertainty (i.e.,
U = 1, or, equivalently, UdB = 0 dB) are in good agreement in fig. 7.2.

Filling in (7.3) into (3.10), and approximating for small SNR (SNR � 1)
and long averaging (K � 1) results in

PD ≈ Q

(
(ρ(U− 1) − SNR)

√
K+U

√
ξQ−1

FA,des√
ξ+ (ρ+ 1)SNR

)
, (7.4)

where ξ , 1
2+

1
2ρ

2. For a certain desired PD, PD,des, (7.4) can be solved to find
the minimum SNR, SNRmin, to obtain both PFA 6 PFA,des and PD > PD,des:

SNRmin ≈ ρ(U− 1) +
ξUQ−1

FA,des√
K

+

(
Q−1

D,des

)2

K

ρ+ 1
2

−
Q−1

D,des

K

√
K(ξ+ (U− 1)(ρ2 + ρ)) + θ, (7.5)

where θ , (ρ+ 1)2
(
Q−1

D,des

)2
+ξUQ−1

FA,des(ρ+ 1)
√
K. Simplifying this using

K � 1 and
∣∣∣Q−1

FA,des

∣∣∣ , ∣∣∣Q−1
D,des

∣∣∣� √
K:

SNRmin ≈ ρ(U− 1) +
ξUQ−1

FA,des −Q−1
D,des

√
(ρ2 + ρ)(U− 1) + ξ

√
K

, (7.6)

which for ρ = 1 (autocorrelation (AC)) simplifies to (3.15).
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For infinitely long averaging, the minimum SNR below which a signal
cannot be reliably detected, the SNR-wall, is found as:

SNRwall = lim
K→∞ SNRmin = ρ(U− 1). (7.7)

This result is independent of PFA,des and PD,des. Clearly, when ρ = 0, there
is no SNR-wall, independent of noise uncertainty U.

SNRmin according to (7.6) is plotted in fig. 7.3 for several ρ and U with
PFA = PMD = 10−5 (similar results are obtained for other PFA and/or PMD

as the SNR-wall does not depend on PFA,des and PD,des). Without noise
uncertainty (UdB = 0 dB), there is no SNR-wall, although it requires less
samples for ρ = 0 than for ρ = 1 to detect signals at a certain SNR, as was
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15
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ρ = 1

ρ = 1
ρ = 0.1
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K
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Figure 7.3: Relation between SNRmin and sample complexity for several
noise correlations ρ and noise uncertainties U according to (7.6).
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also established in section 3.2.5. With noise uncertainty, one can clearly
observe that both a lower uncertainty U and a lower correlation ρ lower
the SNR-wall, which allows smaller signals to be detected.

The theoretical and simulated (assuming worst-case noise estimates)
PMD are plotted in fig. 7.4 for different U and ρ, with PFA,des = 0.1. For
higher U, a lower ρ is required to keep the detector robust.

When a phase offset ∆φ between the two receivers may exist, P̃xc can be
used. K is assumed large enough to justify Gaussian approximations for Yre

and Yim. When ρ = 0 and SNR = 0, Yre and Yim have equal variance. The
covariance between Yre and Yim can be found to be 0, based on mutually
independent real and imaginary noise components. Hence, Yre and Yim are
uncorrelated, and, as they are normally distributed, independent. Thus,
P̃xc is Rayleigh-distributed. This gives PFA = exp(−λ2

xc/2σ2
0) with explicit

threshold

λxc = Uσ0

√
2 ln

1
PFA,des

. (7.8)

For other situations, i.e. ρ > 0 and/or SNR > 0, the distribution of P̃xc

tends to a Gaussian distribution, and is hence adequately described by the
first two moments [90], given in (3.30).

To find the SNR-wall, the decision threshold can again be set as in (7.3)
(with the proper µ0 and σ0 from (3.30)):

λxc = U(µ0 + σ0Q
−1(PFA,des)). (7.9)



119

C
H

A
P

T
E

R
7.

L
O

W
E

R
IN

G
T

H
E

SN
R

-W
A

L
L

W
IT

H
C

R
O

SSC
O

R
R

E
L

A
T

IO
N

10−3

10−2

10−1

100

P
M

D

ρ = 0
ρ = 0.01
ρ = 0.1
ρ = 0.5
ρ = 1

102 103 104

0.1
0.105

0.11
0.115

K

P
FA

Figure 7.5: Comparison between theory (lines) and simulation (markers)
for several ρ, with UdB = 0 dB and SNR = −10 dB, using P̃xc. The marker
values are obtained using 105 independent simulations.

The theoretical and simulated PMD and PFA are plotted in fig. 7.5 for
UdB = 0 dB. Theory matches simulations very well, except for very small ρ,
where the simulated PFA and PMD are somewhat higher than desired. This
is due to the Gaussian approximation, while the actual probability density
function (pdf) is close to a Rayleigh-distribution, which has a heavier tail.

In both cases [(7.8) and (7.9)], λxc = µ0 + σ0g (PFA,des), with g (x) some
monotonically decreasing function of x. This means the derivation as
shown in the case without phase offset can be repeated from (7.3) to (7.6).
With the central moments given in (3.30), SNRmin can then be found using
straightforward, but lengthy calculations. The result is identical to (7.6),
except that ξ should be replaced by 1−βK+βKρ. Hence, the same SNR-wall
as in (7.7) is found:

SNRwall = ρ(U− 1). (7.10)

For completeness, the theoretical and simulated PMD are plotted us-
ing P̃xc, see fig. 7.6. The central moments of (3.30) and worst-case noise
estimates for PMD are used, and, as can be observed, theory matches simu-
lations very well. Although the SNR-wall is the same, taking the absolute
value of the output increases the variance, and therefore the measurement
time needs to be longer for a certain PFA,des and PD,des. This is clearly vis-
ible for ρ = 0 and UdB = 5 dB in fig. 7.4 as compared with fig. 7.6: for
PMD = 10−3 the required measurement time is roughly doubled.

7.1.1 Example

As an example to show the improved performance of the XC process,
consider the IEEE 802.22 standard (detection of −116 dBm in 6 MHz band-
width, with PFA = 0.1, PD = 0.9, and the sensing time limited to 2 s, see



120

7.1.
T

H
E

SN
R

-W
A

L
L

O
F

C
R

O
SSC

O
R

R
E

L
A

T
IO

N

10−3

10−2

10−1

100
UdB = 0.5 dB

P
M

D

10−3

10−2

10−1

100
UdB = 2 dB

P
M

D

102 103 104
10−3

10−2

10−1

100
UdB = 5 dB

K

P
M

D ρ = 0 ρ = 0.01
ρ = 0.1 ρ = 0.5
ρ = 1
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also table 2.1). Assume a noise figure (NF) of 5 dB (SNR = −14.8 dB) and
UdB = 1 dB.

With AC (ρ = 1), the SNR-wall is −6 dB, so the system would not be
able to detect the signal. With XC, however, the signal can be detected if
ρ 6 0.125. One can numerically solve for T using (3.10) and (7.3), where
µ0, µ1, σ0 and σ1 are obtained from the statistics of P̂xc (as in this example)
or P̃xc. However, for engineering purposes, a first-order estimate of the
minimum required measurement time Tmin may be very useful. It can be
found by substituting K = TW in (7.6) and solving for T :

Tmin ≈ 1
W

(
ξUB−A

√
(ρ2 + ρ)(U− 1) + ξ

SNRmin − ρ(U− 1)

)2

, (7.11)

provided SNRmin > ρ(U−1). Using this equation, Tmin ≈ 9.8 ms for ρ = 0.1,
Tmin ≈ 0.53 ms for ρ = 0.01 and Tmin ≈ 0.46 ms for ρ = 0. The numerically
calculated Tmin is 14 ms, 0.77 ms, and 0.66 ms, respectively. The very simple
estimate given by (7.11) is off by less than a factor of 2.

Fig. 7.7 shows the resulting spectrum of a simulation where the NF
of each receiver is 5 dB, ρ = 0.1, UdB = 1 dB, T = 140 ms, fs = 30 MHz
and one digital TV (DTV)-signal is present with total power −116 dBm,
occupying the band from −2 MHz to 4 MHz. The noise uncertainty is
modeled here as a non-white noise floor to get an intuitive feeling for the
detection problem. To better visualize the spectrum, 1024-point fast Fourier
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Figure 7.7: Simulation showing the clear benefit of XC as compared with
AC in the presence of noise uncertainty.

transforms (FFTs) are used. The TV-signal cannot be observed in the AC
spectra due to the noise uncertainty, but it is clearly present in the XC
spectrum.

7.1.2 Discussion

Tandra and Sahai [81] suggested three options to get around or lower the
SNR-wall for ED: (1) impose some structure on the primary signal (i.e.
use knowledge of the signal to be detected), (2) force some diversity in
fading to improve SNR (e.g. by moving around while sensing), and/or
(3) “somehow reduce the noise uncertainty”. (7.7) shows that XC achieves the
latter option: the SNR-wall can be reduced by minimizing ρ.

As XC removes uncorrelated noise, it can be considered to improve the
SNR. So, one could either argue that the SNR-wall is lowered, or that the
SNR-wall remains the same and the SNR is improved. Both lead to the
same conclusion: XC allows smaller signals to be detected.

Fig. 7.8 shows the required number of samples (per receiver) for de-
tection of a signal for different SNR as a function of ρ for UdB = 1 dB. For
SNR = −5 dB, XC with ρ = 0.1 reduces measurement time by a factor
of 38 as compared to ρ = 1 (AC of a single receiver output). This allows
more time for actual data transmission, as well as a reduction of the energy
consumption for spectrum sensing by almost a factor 20. This more than
makes up for the additional power temporarily required by turning on the
second receiver, and may be enough incentive to spend the additional chip
area and cost to include the second receiver. For single-receiver systems,
the faster sensing and the ability to detect smaller signals may be enough to
warrant the use of an additional receiver, solely used for spectrum sensing.
When the higher sensitivity of XC is not required, it can be turned off or
used to lower the variance in a more traditional ED process by acting as a
second energy detector.

Just like the noise level estimation, the correlation factor has to be
estimated as well [97]. Even with extreme care in the design of the two
receivers to minimize coupling, there will be some correlation of the noise,
such as black-body radiation from surrounding objects or man-made noise.



122

7.2.
E

X
P

E
R

IM
E

N
TA

L
V

E
R

IFIC
A

T
IO

N

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

1

2

3

4

−6 dB

−5 dB
−4 dB

−2 dB
0 dB

3 dB

10 dB

38×

ρ

lo
g 10

K
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Hence, it seems impossible to obtain ρ = 0. Moreover, the assumptions of
Gaussianity and stationarity of the noise may fail for long measurement
times, so a larger part of the uncertainty may be residing in the correlated
noise, reducing the improvement provided by the XC technique.

In conclusion, the model predicts that XC has a lower SNR-wall than
AC, where a lower ρ implies a lower SNR-wall. Close to the SNR-wall of
AC, XC can be orders of magnitude faster in signal detection.

7.2 Experimental Verification

In this section, the theoretical results that lower signals can be detected
using XC are experimentally verified. The prototype UTSFINX implementa-
tion with the external analog-to-digital converters (ADCs) (see chapter 6)
provides a good starting point. The performance of XC can be compared
directly with AC (the performance of the individual receivers), as the used
samples, and thus any temperature and gain variations, are identical for
both ED schemes. P̃xc is used for the XC process, as it is robust against the
local oscillator (LO) phase difference between the two receivers without
requiring any calibration.

7.2.1 Experimental Setup

Based on the measurement results presented in chapter 6, the LO-frequency
is chosen in the band at 400 MHz, where there is good input matching.
At 10 dB attenuation, the noise correlation between the two receivers is
rather low, which, according to section 7.1, should significantly lower
the SNR-wall, and is therefore used in all measurements. The displayed
average noise level (DANL) (see fig. 6.14) is reduced from −154 dBm/Hz
to −169.5 dBm/Hz, which, using fig. 7.1, corresponds to ρ ≈ 10−15.5/10 ≈
0.028.
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Figure 7.9: The measured noise floor between 2 MHz and 3 MHz at differ-
ent points in time during the measurements (top: the individual receivers,
bottom: after XC).

The measurement process involves a number of steps:

1. Measure the noise floor and peak-to-peak uncertainty;

2. Find λed and λxc (PFA,des = 0.1) for various K and SNR;

3. Determine the output SNR for a given input power;

4. Find PD for various K and SNR using λ from step 2.

These steps will now be explained in more detail.
The noise floor is determined by measuring the averaged output spec-

trum of the individual receivers and that obtained with XC without apply-
ing an input signal. The ADCs sample at 10 MS/s: the baseband frequency
ranges from −5 MHz to 5 MHz. In every measurement, 1024-pt FFTs with
rectangular windows are used (verifications with other FFT-sizes give sim-
ilar results). The noise power is determined by adding the power in the
103 bins that have a center frequency between 2 MHz and 3 MHz.

Fig. 7.9 shows the output noise floors of 13 measurements, performed
at the start, at the end, and in between measurements with a signal present.
The first measurement was started about an hour after turning on all
equipment to allow everything to reach thermal equilibrium. The last
measurement was done almost two hours after the first measurement. The
receiver noise floors are higher near 3 MHz due to noise aliasing. The
difference in the noise floor in the two receivers is caused by the loss of the
on-chip switches to connect the receivers.
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Figure 7.10: Measured distribution of the noise power (bins), and Gaussian
fits (lines), for several K for XC (left) and the individual receivers (right).

Clearly, the noise level fluctuates over time, which was also observed
in [35]. The difference between the highest and lowest total power in these
bands is an indication of the peak-to-peak uncertainty U. For receiver 1,
UdB ≈ 0.08 dB (with UdB , 10 log10 U), and for receiver 2, UdB ≈ 0.07 dB.
The noise uncertainty of the two receivers is approximately equal, as ex-
pected. For XC with just one average (not shown), the noise floor is the
geometric mean of the spectra of the two individual receivers. Indeed, the
measurements show UdB ≈ 0.08 dB. Note that UdB is much lower than the
1 dB mentioned in section 3.1.3, due to the controlled environment and the
use of a signal generator to generate the input (for comparison, [35] finds
UdB ≈ 0.03 dB in a similar configuration).

The final noise floor obtained using XC is about 15.5 dB lower than
that of the individual receivers. For the final noise floor of XC (K = 1.35 ·
106), UdB ≈ 0.19 dB. Interestingly, U for high K is higher, which probably
means that some of the fluctuations are from an external source (the signal
generator or interferers) and are not removed through XC. These results
in combination with (7.6) suggest that the SNR-wall for the individual
receivers (ρ = 1, UdB ≈ 0.07 dB) is around −18 dB, and for XC (ρ ≈ 0.028,
UdB ≈ 0.19 dB) the SNR-wall is expected to be −29 dB, an improvement of
more than 10 dB. This will be experimentally verified later.

Some examples of the measured noise power distribution are given in
fig. 7.10. Higher K reduces the variance, and for XC also the mean. As ex-
pected, (1) the initial distribution for XC is close to a Rayleigh-distribution,
and (2) all distributions converge to a Gaussian for high K.

The threshold λ for given PFA,des and K is set such that in a PFA,des

fraction of the cases the measured values exceed λ. It could be calculated
by combining the NF of the receiver and the statistics given in chapter 3,
but using the measured results avoids errors introduced by limitations of
the model. The thresholds λed and λxc are determined for PFA = 0.1, see
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fig. 7.11. The noise fluctuations cause λ to be slightly different for each of
the measurements; the maximum λ is used to guarantee PFA 6 PFA,des.

To mimic a noise-like input signal between 2 MHz and 3 MHz at IF, a
signal generator outputs a 64-tone signal (spaced at 15.6 kHz, each with
random initial phase) with center frequency 402.5 MHz. The SNR is de-
termined at a relatively high input power, see fig. 7.12. The DC-offset at
0 MHz and the spurs visible at ±4 MHz in receiver 2 are of no concern as
they are outside the band of interest.

With 103 FFT-bins between 2 MHz and 3 MHz, the ADCs capture ap-
proximately 103 independent samples in the band of interest per 1024 sam-
ples. The total power of the signal is determined by adding the power of
the bins between 2 MHz and 3 MHz, and subtracting the average measured
power during the noise calibration. Since 103 bins are used to estimate the
power, K increases in steps of 103 rather than 1.

With these numbers the SNR turns out to be 10.67 dB for receiver 1, and
9.77 dB for receiver 2. Regardless of this 0.9 dB difference, it will be referred
to as the measurement with SNR = 10 dB. Reducing the output power
of the signal generator by 1 dB reduces the SNR of each receiver by 1 dB.
Smaller FFTs would give more information at higher SNR, but that is of no
interest for SNR-wall measurements.

Finally, the input signal is applied, and the threshold values found
earlier are used to determine PD for several SNRs. In each measurement, 227
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Figure 7.12: Output spectrum with a signal present at SNR ≈ 10 dB.
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complex samples per receiver are captured (limited by computer memory),
which results in 13.5 million independent samples available to detect the
signal. To determine PD, 10 independent realizations are used to compare
to PMD,des = 0.1 (although more would be better). This leaves only 1.35
million samples available per power estimate.

7.2.2 Measurement Results

Fig. 7.13 and 7.14 show the measured PD as a function of K in the band-
width of interest for several SNRs. As expected, PD starts at PFA,des, and
increases with more samples. At 0.9 dB lower SNR, the second receiver
theoretically requires (100.9/10)2 ≈ 1.5 times more samples, which agrees
with the measurements. XC is clearly faster than the individual receivers.

The SNR-wall for AC shows up at SNR ≈ −18 dB. PD of receiver 2 goes
down rather than up, which is a clear sign of an overestimation (biased
threshold) of the noise level. With a 0.9 dB higher SNR, PD of receiver 1 still
goes to 1. XC is now about two orders of magnitude faster than receiver
1, as predicted in fig. 7.8. At SNR = −25 dB, PD of both receivers goes to
0, while XC still goes to 1. However, at SNR = −32 dB, the PD for XC also
stays at or below 0.1. More than the available 1.35 million are required to
see what really happens, which is a subject for further research.

Fig. 7.15 summarizes the results by showing the required number of
samples versus SNR for PFA = 0.1 and PD = 0.9. Here, the actual SNR
for each receiver is used (e.g., −12.33 dB for receiver 1 and −13.23 dB for
receiver 2, whereas both are indicated as SNR = −13 dB in fig. 7.13). To
remove false positives, the required number of samples is taken to be
the minimum K for which PD > 0.9 for all K equal to or larger than this
minimum. This means that at SNR = −25 dB, XC needs 6 · 105 samples
for PD > 0.9 (even though PD was occasionally measured to be above 0.9
for lower K, see fig. 7.14). The theoretical curves for AC and XC (obtained
by numerical evaluation) are also included, with ρ = 0.028 for XC. UdB =
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0.13 dB seems to fit better than UdB = 0.08 dB or UdB = 0.19 dB, although
the differences are small. The results clearly show that XC can detect
significantly lower signal powers than AC, as predicted in section 7.1.
Based on this UdB = 0.13 dB, an SNR-wall of −30.7 dB is found, about
12.8 dB lower than the SNR-wall of AC.

The FCC-requirement of −114 dBm in 6 MHz bandwidth corresponds
to −182 dBm/Hz. With the 20 dB receiver NF off UTSFINX in the 10 dB
attenuation setting, the SNR-wall of −30.7 dB for XC results in a maximum
sensitivity of −184 dBm/Hz. For −182 dBm/Hz, SNR = −28 dB, which
requires approximately 107 samples (see fig. 7.15), equivalent to a measure-
ment time of 1.7 s. In less adverse spectrum conditions, the 10 dB input
attenuation may be removed, which, according to section 7.1, reduces the
sensing time by a factor 100 to around 17 ms.

Fig. 7.16 shows the measurement time and energy consumption of XC
(UdB = 0.13 dB, ρ = 0.028) and AC (UdB = 0.07 dB). For SNRs above −7 dB,
AC is more energy-efficient than XC as P̃xc has a higher variance for low
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Figure 7.15: Sample complexity versus SNR for PFA = 0.1 and PD = 0.9.
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K (see chapter 3). However, XC is significantly faster, which allows a
cognitive radio (CR) to spend more time on actual data communications.
Furthermore, for SNRs below −7 dB, XC is not only more than twice as
fast as AC, but also more energy-efficient, as shown in fig. 7.16. So XC
spectrum sensing can save both on battery life and spectral efficiency.

7.3 Conclusions

Based on a simple model for noise uncertainty, it is theoretically predicted
that XC can detect weaker signals than AC. A lower noise correlation is
expected to detect signals at smaller SNR. This theoretical result generalizes
the result for the detection performance of AC in the presence of noise
uncertainty. Furthermore, it predicts that the input attenuation in each
receiver has no influence on the detection capabilities of a crosscorrelation
spectrum analyzer (XCSA), except that the measurement time will go up.

Experiments performed with UTSFINX conclusively show that XC can
detect smaller signals than AC, at least in a system where a lot of uncorre-
lated noise is present due to 10 dB input attenuation in each receiver. The
measured noise uncertainty for AC is 0.08 dB, which theoretically gives
an SNR-wall of −17.5 dB, close to the measured −17.9 dB. The noise un-
certainty for XC turns out to be somewhat ill-defined in the theoretical
model, as the measured peak-to-peak uncertainty in noise level is 0.08 dB
for NMT = 1, and 0.19 dB for NMT = 106. The experimental SNR-wall for
XC is found to be around −30 dB, which corresponds to a peak-to-peak
uncertainty of 0.13 dB in the theoretical model. The model therefore needs
some further refinement. In any case, the SNR-wall is reduced by 12 dB using
XC. Furthermore, the measurement results confirm the theoretical predic-
tion that XC is about twice as fast as AC for negative SNR, and even orders
of magnitude faster close to the SNR-wall of AC.

The results indicate that (neglecting man-made noise), XC can comply
with the sensitivity requirements of the FCC-regulations for spectrum
sensing in the TV-bands, except that the measurement time is too long in the
10 dB attenuation setting of UTSFINX. Therefore, further work is required
to perform SNR-wall measurements at different attenuation settings.



CHAPTER 8
CONCLUSIONS &

RECOMMENDATIONS

In this chapter, the most important conclusions presented in this thesis
are summarized, followed by a presentation of the original contributions.
Finally, recommendations for future work are discussed.

8.1 Summary & Conclusions

Dynamic Spectrum Access (DSA) is viewed as an important methodology
towards more efficient use of the radio spectrum (chapter 1). The underly-
ing principle is that (cognitive) radios search for locally unused spectrum
and exploit this for their own communications. To prevent interference
with primary users (PUs), signals below the noise floor (i.e., in negative
signal-to-noise ratio (SNR) conditions) need to be detected, even in the
presence of strong signals in adjacent channels (section 2.1). The main
objective of this thesis is “to implement some form of spectrum sensing that can,
without prior knowledge, reliably and swiftly detect weak signals in a hostile radio
environment, while being compatible with analog design in a low-voltage CMOS
process”.

Different types of spectrum sensing can be distinguished, but of the
ones discussed, energy detection (ED) is the most general solution as it does
not require prior knowledge of the signals to be detected (section 2.2). The
first step of ED is similar to what a spectrum analyzer (SA) does: measure
the power in a frequency band. The second step is to distinguish between
measuring only noise, or noise plus a signal. Due to inaccuracies in the
noise level estimation, there is a certain minimum SNR, the SNR-wall,
below which signals cannot be reliably detected (section 3.1.3). Several
other analog impairments, such as phase noise, nonlinearity, and limited
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harmonic rejection (HR), can also hamper the detection process by causing
false alarms or missed detections.

To lower the SNR-wall, as well as mitigate other analog impairments,
crosscorrelation (XC) is proposed (chapter 3). A SA employing XC, referred
to as a crosscorrelation spectrum analyzer (XCSA), has two receiver chains,
which both process the same input signal. The outputs of the two receivers
are multiplied to obtain a power estimate of the input signal. The uncor-
related noise in each receiver averages out, effectively reducing the noise
floor. With a decreasing noise floor, small signals that are hidden under the
noise will eventually appear. As correlated noise does not average out, it is
essential that the correlation between the noise components resulting from
the two receiver chains is minimal.

Calculations based on the noise and signal correlation show that, if
each receiver is preceded by a matched attenuator, the sensitivity (i.e.,
the smallest signal power at the input that can be detected given enough
measurement time) remains unaffected (section 4.3.2). This allows for
trading off the effects of nonlinearity against measurement time: XC allows
improvement of linearity without degrading sensitivity (section 3.3). When
using separate local oscillators (LOs), their uncorrelated phase noise is also
reduced by XC. Thus, XC reduces the effect of phase noise in the output
spectrum. XC can also improve HR by decorrelating the harmonic images,
while not affecting the signal itself. This is achieved by using a frequency
offset between the two receivers, and correcting the offset in the digital
domain.

A first prototype is developed with a resistive splitter and two PCBs,
each containing a mixer-first frontend, followed by external baseband cir-
cuitry and analog-to-digital converters (ADCs) (chapter 4). Measurements
confirm the theory set out in earlier chapters: a significant reduction of
the noise floor and phase noise by XC is achieved. In addition, the mea-
surements confirm that the input attenuation does not influence the final
noise floor after XC. However, the noise floor fluctuates significantly due
to coupling between the two PCBs if they are located close to each other.
Moreover, the architecture has little isolation between the mixers of each
receiver, which introduces phase noise correlation that limits the achievable
reduction. The lack of isolation causes the mixers to fail when different
LO-frequencies are used.

In order to mitigate these issues and evaluate isolation in an integrated
design, a new prototype, UTSFINX, is developed in 65 nm CMOS (chapter 6).
It consists of two RF-frontends in a single IC. Rather than a mixer-first
architecture, it employs a low-noise transconductance amplifier (LNTA)
as a first stage, followed by HR-mixers. Again, baseband components
and ADCs are external. Just as in the first prototype, attenuators precede
each receiver. They are now integrated on-chip as discrete-step attenuators.
A third-order intermodulation (IM3)-cancellation technique is used that
allows these attenuators to be wideband and very linear. This technique
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was demonstrated separately in a prototype in 0.16µm CMOS, showing
that +30 dBm input-referred third-order intermodulation intercept point
(IIP3) can be robustly obtained (chapter 5).

The noise level after XC in UTSFINX is found to be almost constant over
the whole band of operation (0.3–1.0 GHz). At least 22 dB of phase noise
reduction is obtained. At 10 dB input attenuation, UTSFINX achieves an IIP3
of +25 dBm and a displayed average noise level (DANL) of better than
−169 dBm/Hz at a power consumption of around 50 mW. This results
in a spurious-free dynamic range (SFDR) based on DANL and IIP3 that
outperforms commercial state-of-the-art SAs (section 6.3). When input-
matching is not required, the DANL can be reduced even further to below
−172 dBm/Hz by employing a high input-impedance setting.

Measurements with a frequency offset between the LOs show an im-
provement up to 25 dB in HR without requiring calibration or additional
measurement time (section 6.2.5). The improvement is limited by crosstalk
due to sub-optimal layout. Without crosstalk, it is expected that the im-
provement could be significantly more.

A mathematical model is developed to quantitatively assess the influ-
ence of noise correlation in a XCSA on the SNR-wall (chapter 7). It predicts
that the SNR-wall scales with the noise correlation. Experimental results
show good agreement with the theoretical model: XC is significantly faster
than autocorrelation (AC) for the same detection performance, and XC has
a lower SNR-wall than AC. In the 10 dB attenuation setting of UTSFINX,
the receivers have 20 dB noise figure (NF). The measured SNR-wall in this
setting is −17.9 dB for AC and −30.8 dB for XC. XC gives an improvement
of almost 13 dB. Moreover, it shows that XC can actually detect signals
10 dB below the thermal noise floor in this setting.

Overall, XC is shown to enable the integration of SAs with high sen-
sitivity, good resilience to strong interferers, and with both speed and (at
low SNR) energy consumption benefits compared to AC. This may en-
able the integration of (many) small SAs inside other chips for built-in
self-test (BIST), reducing on pin count and test time during manufacturing,
as well as more reliable and stable performance during operation. For
DSA, XC not only makes sensitive spectrum sensing attainable in a hostile
radio environment, but also paves the way for low-cost, low-power, and
high-quality (mobile) measurement equipment.

8.2 Original Contributions

The work presented in this thesis contains several original contributions:

• The introduction of XC as a means to lower the SNR-wall for ED,
including a mathematical foundation and experimental proof;
(chapters 3 and 7 and [MOA:4] )
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• The introduction of attenuation in combination with XC as a means to
improve linearity without affecting the detection sensitivity, provided
enough measurement time is available;
(chapters 4 and 6 and [MOA:6, 12] )

• The experimental proof that XC can improve (phase) noise perfor-
mance, HR, image rejection (IR), and linearity;
(chapters 4 and 6 and [MOA:9, 12] )

• The introduction of a high-impedance mode to further reduce corre-
lated noise;
(chapter 6 and [MOA:12] )

• The introduction of an IM3-cancelling mechanism in CMOS discrete-
step attenuators to allow more linear and wideband operation;
(chapter 5 and [MOA:5, 11] )

• The introduction of simple closed-form expressions for the SFDR of
an ideal uniform quantizer with and without Gaussian noise.
(appendix A and [MOA:1] )

8.3 Recommendations

This thesis has only just begun to unravel the potential of XC for spectrum
sensing or integrated SAs in general. The ultimate goal is a completely
integrated XCSA, rather than a partially integrated version with many
external components. Most of the work described in this thesis focuses on
the implementation and the effects of the radio frequency (RF)-frontend,
but the other components need to be investigated as well. For example,
one should find a good architecture for a high-SFDR baseband section, and
determine how gain could be optimally divided over RF and baseband for
optimum SFDR, taking into account XC. The efficient implementation of
XC in the digital domain also deserves further attention, including taking
into account the effects of quantization on SFDR.

XC may prove useful in other areas as well, where XC can be used to
mitigate analog impairments. One example is communication at low SNR,
which was recently proposed in [144]. The system architecture proposed
in [144] is very similar to the architecture proposed in this thesis for XC
spectrum sensing.

A few words are said about the potential of XC on reducing the require-
ments and improving the performance of ADCs in section 3.3.4: they can
be made less power-hungry and more linear. Some preliminary work has
been done [145, 146], but the ideas still remain to be verified.

The wideband generation of LO-signals is a big challenge in itself, and
perhaps even more when one considers two of the ideas used in this thesis:
to have two LOs with uncorrelated phase noise, and, for improved HR, to
have two LOs with a small frequency offset. It may be possible to use two
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phase-locked loops (PLLs) referred to the same external reference (crystal)
to get uncorrelated phase noise. A frequency difference between the two
receivers may be obtained by mixing the PLL-output of one of the two
receivers with a low-frequency signal using an image-rejection mixer. This
low-frequency signal may be obtained by division of the external reference.
In any case, spurs from the frequency generation, whether it originates
from the PLL, from the mixers, or from crosstalk between the mixers of the
two receivers (as in UTSFINX), need to be addressed as well.

The IM3-cancellation technique in discrete-step attenuators is shown
to work, but the obtainable linearity is still limited by several factors, in-
cluding non-linear capacitance of off-state switches. The use of silicon-on-
insulator (SOI) CMOS may already reduce the capacitance and its nonlin-
earity, but it can be worthwile to explore new circuit techniques to further
reduce these effects. Furthermore, in wideband systems, second-order
intermodulation (IM2)-components may also significantly impact the per-
formance, but this issue has not yet been addressed. It seems likely that
IM2-cancellation can be achieved with a technique similar to the proposed
IM3-cancellation technique. It might even be possible to find an optimum
where both IM2- and IM3-cancellation is obtained.

The prototype UTSFINX can operate with a single antenna, as used in
this thesis, but can also use two separate antennas. This may be exploited
in a XCSA, as it can further reduce the noise correlation between the two
receivers, and thus further lower the SNR-wall. However, mutual coupling,
spatial correlation of black-body radiation, and man-made noise can still
cause noise correlation between the two receivers. Moreover, the two
antennas will not see exactly the same input signal, due to time delay
(although this may be electronically corrected by an inverse delay, and
could even provide directivity in the sensing process), differential Doppler
shift, and fading, all of which may reduce the (desired) signal correlation.
Some preliminary work is given in appendix B, and some further analyses
can be found in [147, 148]. However, the combination of using multiple
antenna systems and XC spectrum sensing requires further research.

The mathematical model presented in chapter 7 predicts that the sensi-
tivity of a XCSA is independent of its attenuation. Furthermore, it predicts
that the high-impedant mode in UTSFINX, which has a significantly lower
noise correlation than the matched mode, should have a higher sensitiv-
ity. It would be interesting to validate these conjectures, and thereby the
theoretical model itself, by actual measurements.

This thesis is limited to the usage of only two receivers in a XCSA.
An obvious question to ask is whether more than two receivers can be
used. Multiplying more than two receiver outputs together provides a
signal measure different from power, which may be useful for higher-order
statistics. Restricting to power measurements, with N receivers (and maybe
N antennas), there are 1

2N(N − 1) pairs that can be crosscorrelated and
averaged, which can lower the measurement time for a given SNR, at the
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cost of an increase in hardware and computational requirements [149].
Having more than two receivers may also allow additional techniques,
such as the three-receiver technique discussed in [111] to estimate and
subtract residual noise correlation. This may further lower the SNR-wall
by reducing the overall uncertainty.



APPENDIX A
SPURIOUS-FREE DYNAMIC RANGE

OF A UNIFORM QUANTIZER

Quantization is an important step in analog-to-digital converters (ADCs)
and digital-to-analog converters (DACs). It limits a signal to a finite set
of values, and thus introduces a difference with the original signal, the
quantization error. Although the quantization error is often modeled as
white noise, quantization actually leads to distortion of the signal. For an
ADC, the difference in power between the desired signal and the most
powerful distortion component (or spur, but that is not considered here)
is termed the spurious-free dynamic range (SFDR). To distinguish it from
the SFDR of spectrum analyzers (SAs), where the noise floor also plays
a role, here it is referred to as SFDRADC. SFDRADC is relevant, because in
general one cannot distinguish between distortion components and true
input signals.

Increasing the resolution of the quantizer increases SFDRADC, but at the
cost of power consumption and maximum sample rate [117]. Analytical
formulas for distortion components are available, but they do not easily
translate to SFDRADC. Simple but accurate equations for SFDRADC would
be useful for the design of a crosscorrelation spectrum analyzer (XCSA),
but also for the design of systems in general. These equations will be
derived in this appendix. The results apply equally well to zero-order hold
DACs (which retain their sample value until the following sample).

Sampling is not considered here as it is orthogonal to quantization. It is,
however, important to realize that the spectrum of a quantized signal may
contain components at any frequency. The components above the Nyquist
frequency will alias when the signal is sampled.

Parts of this appendix have appeared in [MOA:1] .
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Figure A.1: Quantization is inherently nonlinear and distorts the spectrum.

A.1 Quantization of a Sinusoid

Multilevel quantization of a sinusoid was investigated by Blachman [150].
In a midriser quantizer (a threshold exactly at 0), only odd-order harmonics
are produced due to the odd-symmetric nature of the quantization staircase.
To simplify calculations, amplitudes are expressed in least significant bits
(LSBs), with LSB , 1. The resulting output signal then is [150]:

Ap = δp,1A+

∞∑
m=1

2
mπ

Jp (2mπA) , (A.1)

with Ap is the output amplitude of the p-th harmonic, δi,j the Kronecker
delta function, and A the input amplitude.

Using the quantization staircase q(x) as shown in fig. A.1a, (A.1) can be
generalized to uniform quantizers by expressing it as a linear transfer plus
the quantization error. This quantization error is periodic with a period of
1 LSB, with ∆ representing the offset of the threshold in LSB (for a midriser
quantizer, ∆ = 0). As a result, q(x) can be written as the sum of x and the
Fourier series of the quantization error:

q(x) = x+

∞∑
m=1

am sin(2πmx) −

∞∑
m=1

bm cos(2πmx). (A.2)

By straightforward calculation, the coefficients are found to be

am =
2 cos2(∆πm) − 1

πm
bm =

sin(2π∆m)

πm
. (A.3)

Using the same method as Blachman [150] the following result is found
(which reduces to (A.1) for ∆ = 0):

Ap =


(2 − δp,0)

∞∑
m=1

bmJp (2πmA), for p even

2
∞∑

m=1

amJp (2πmA) + δp,1A, for p odd.
(A.4)



137

A
P

P
E

N
D

IX
A

.
SFD

R
O

F
A

U
N

IFO
R

M
Q

U
A

N
T

IZ
E

R

5 10
0

50

100

Bits

SF
D

R
[d

B]
5 10

−1

0

1

Bits

Er
ro

r
[d

B]

Figure A.2: Left: SFDRADC for a full-scale sinusoid as a function of the
number of quantization levels for a midriser quantizer (points) and linear
fit (line). Right: Error of linear fit.

With A expressed in LSB, the number of quantization levels nq directly
depends on the amplitude A of the sinusoid. Hence, nq does not need
to be a power of two, which is important because in practical situations
sinusoids are not always full-scale.

Fig. A.1b shows the lower part of the spectrum of a full-scale sinusoid
quantized with 8 bits (A = 128), obtained by numerical evaluation of (A.1)
and by simulation (both in MATLAB). As sampling is not considered, a high
sampling rate is used to make aliasing effects negligible. For the harmonic
p with the highest power, p̂, p̂ equals 795, which is close to 2πA ≈ 804 as
derived in [150]. The approximation of p̂ being located roughly at 2πA is
only valid for A > 10 (nq > 20). In other cases, the third harmonic is the
strongest, as obtained by numerical evaluation.

Pan & Abidi [116] simulated the effect of midriser-quantization of a
sinusoid. They constructed two linear fits for the power of p̂ as a function
of b, both with a slope of 9 dB/bit, but with different offsets. Although
these fits were intuitively explained, it can be seen from their simulation
results [116, fig. 3] that the true slope is somewhat less than 9 dB/bit.

SFDRADC is numerically evaluated (and verified by simulation) for a
full-scale sinusoid with ∆ = 0 for all even values of nq (to keep symmetry
around zero) up to 13 bits, as shown in fig. A.2. A linear fit (also shown in
fig. A.2) of these points results in:

SFDRADC ≈ 8.07b+ 3.29 [dB], (A.5)

where b = log2 nq. Because nq is not necessarily a power of 2, b is not
necessarily an integer. This approximation has a mean absolute error
of 0.25 dB and a standard deviation of 0.31 dB, with a maximum error
of 1.56 dB occurring for nq = 58. Numerical evaluation shows that this
approximation holds up to at least 25 bits.

There is one ambiguity in the definition of SFDRADC that needs to be
clarified. In the case of only a few quantization levels, the first harmonic
(or fundamental component) is lower in amplitude at the output than at
the input. For example, for 1-bit quantization of a full-scale sinusoid, the
power of the output fundamental is 3.9 dB lower than the input power. One
could define SFDRADC with respect to the input amplitude (which is the
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Figure A.3: Difference in dB between SFDRADC related to the input power
and related to the fundamental output power.

usual definition) or with respect to the output amplitude. The difference
becomes negligible for 4 bits or more, as shown in fig. A.3. The linear fit
described in (A.5) uses SFDRADC with respect to the output fundamental,
which seems to be in accordance with the choice made in [116].

For an arbitrary value of ∆, both even and odd-order harmonics are
present, which means the distortion power is distributed over more dis-
tortion components. Indeed, numerical evaluation shows that when am

in (A.4) is set equal to bm for m = 1 (for reasons to be discussed in the
derivation), which is the case for ∆ = 1

8 and ∆ = 5
8 , the SFDRADC increases

by roughly 3 dB as compared to (A.5).
In practice, the amplitude will never be exactly full-scale. Numerical

evaluation shows that SFDRADC changes randomly with a magnitude simi-
lar to the error shown in fig. A.2 if the amplitude is somewhere in the range
between full-scale and full-scale minus 1 LSB. An example of this change
is shown in fig. A.4. This suggests that approximations to the theoretical
value may deviate by 1 or 2 dB without compromising practical relevance.

A.1.1 Derivation of 8 dB/bit

The harmonics for p � 2πA decrease by 3.01 dB/bit, when the LSB remains
1 [150]. If the resolution is increased, but the amplitude stays the same,
an extra bit means that the LSB is divided by two, which corresponds to
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Harmonic
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Figure A.4: Zoom-in on spectra for 8-bit quantization of (close to) full-scale
sinusoids. SFDRADC is 67.51 dB, 68.49 dB, and 66.63 dB respectively. The
‘holes’ in the spectra contain values below the range shown.
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2
3 ζ(πnq/p̂) (black) and p̂/πnq (gray).

another 6.02 dB/bit decrease. The net result is a decrease of 9.03 dB/bit,
which is the conclusion drawn in [116].

However, the harmonics around p ≈ 2πA actually decrease only by
about 2 dB/bit (with LSB=1). The exact analytic formula (A.4) can be used
to give an indication of this trend (unfortunately, a thorough proof is still
lacking). The Bessel-functions can be approximated by Airy-functions in
the region where p ≈ 2πA [151, p366, eq. (9.3.6)]:

Jp (pz) ≈
(

4ζ(z)
1 − z2

) 1
4 Ai

(
p

2
3 ζ(z)

)
p

1
3

, (A.6)

where

ζ(z) , −

(
3
2

√
z2 − 1 −

3
2

arccos
1
z

) 2
3

. (A.7)

With p̂ ≈ 2πA, (A.1) in combination with (A.6) yields:

Ap̂ ≈ 2
∞∑

m=1

cm

(
4ζ(z)
1 − z2

) 1
4 Ai

(
p̂

2
3 ζ(z)

)
p̂

1
3

, (A.8)

where cm = am if p̂ is odd, cm = bm if p̂ is even, and z = 2πmA/p̂. The
cases m = 1 and m > 1 of (A.8) are considered separately. It will turn out
that only the m = 1 term in the summation contributes to the trend, while
the other terms merely act as ‘random’ deviations from this trend.

Numerical analysis shows that p̂ is always slightly smaller than 2πA,
but tends to approach 2πA for larger A, see fig. A.5. For m = 1, numeri-
cal evaluation shows z ∈ (1; 1.1). In this region, the factor 4ζ(z)/(1 − z2)

remains virtually constant, as does the parameter p̂
2
3 ζ(2πA/p̂) of the Airy-

function (see fig. A.5).
For m = 1 and removing (approximate) constants, (A.8) reduces to

Ap̂(m = 1) ∝ 1

p̂
1
3

, (A.9)

which corresponds to a p̂− 2
3 dependency in the power spectrum, equiv-

alent to a decrease of 2.01 dB/bit. For m > 2, the Airy-function Ai (·) is
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approximated using [151, p449, eq. (10.4.83)] (for x � 1)

Ai (−x) ≈
sin
(

2
3x

3
2 + π

4

)
√
πx

1
4

. (A.10)

Substituting (A.10) and z = 2πmA/p̂ ≈ m into (A.6) results in

Jp (pz) ≈ Jp (pm) ≈
(

4
m2 − 1

) 1
4 sin

(
− 2

3pζ(m)
3
2 + π

4

)
√
πp

1
2

. (A.11)

There seems to be no relation between nq and the phase of the sinusoid in
(A.11). Hence, the sine-term can be considered as a random variable that
takes values between -1 and 1 with an expectation of 0.

In conclusion, only the first term in the summation of (A.8) is important
for the overall trend, while the other terms provide more or less random
deviations. This randomness explains the erratic behaviour around the
trend of SFDRADC shown in Figure A.2. Combining the 2.01 dB/bit for
the m = 1 term and the 6.02 dB/bit from halving the amplitude of the
quantization error, a trend of 8.03 dB/bit increase in SFDRADC is expected,
which is very close to the 8.07 dB/bit obtained from numerical evaluation.

A.2 Quantization of a Sinusoid with Noise

Adding noise to the input signal decorrelates it with the quantization error
[152], and can be regarded as a form of dithering [153]. The effect de-
pends only on the univariate probability density function (pdf) of the noise,
and not on its spectrum [150]. The resulting signal frequency response is
the product of the quantization error, as given in (A.1), and the Fourier
transform of the pdf of the noise, e.g. as in [150, eq. (35)].

As thermal noise has a Gaussian pdf and is often the most important
noise contribution, the effect of this noise on SFDRADC is studied in more
detail. Flicker noise, assuming it has a Gaussian pdf, can be incorporated by
realizing that frequency components below 1/T will constitute an apparent
constant offset [154], which can be represented by ∆ in (A.4). The exact
resulting spectrum is found to be [150, 152, 155]:

Ap = δp,1A+

∞∑
m=1

cmJp (2mπA) e−2π2σ2
nm2

, (A.12)

with σn the standard deviation of the noise in LSB, and p the p-th harmonic
of the input frequency (which is unrelated to any noise frequency).

Using the previously derived result that only m = 1 contributes to
the trend of SFDRADC as a function of nq, the increase in SFDRADC in dB
depends quadratically on the noise level in LSB:

SFDRADC ≈ 8.07b+ 3.29 + 20 log10 e
−2π2σ2

n

≈ 8.07b+ 3.29 + 171.5σ2
n [dB].

(A.13)
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Figure A.6: Difference between approximation (A.13) and theory (A.12).

Fig. A.6 shows the error in dB between the approximated (using (A.13))
and the calculated (using (A.12)) SFDRADC as a function of the two im-
portant parameters nq (or b) and σn. The plot is generated by evaluating
(A.12) and (A.13) for all combinations of σn (in steps of 0.01 LSB) and even
nq. A negative error means the approximation underestimates SFDRADC

given by theory. Clearly, the approximation is quite close over the whole
range of values shown. The difference of less than 2 dB in virtually all cases
bears no practical relevance, as was discussed in appendix A.1.

Because the instantaneous amplitude of the noise can assume any value,
practical quantizers will sometimes clip, resulting in (additional) distortion
of the spectrum. Gaussian noise has an amplitude of less than 3σ for 99.87%
of the time. Simulations show that if the amplitude is full-scale minus 3σ,
clipping effects have no discernable influence on the spectrum.

A.3 Multitone Quantization

Using the derivation of the 8 dB/bit trend for quantization of a single
sinusoid, it turns out to be quite straightforward to generalize it for an
arbitrary number of sinusoids. Suppose N sinusoids of frequency fi and
amplitude Ai are present at the input, where i ranges from 1 to N. The
output will contain peaks at frequencies

∑
i pifi, with

∑
i pi > 0 (note that

any individual pi can be negative), the amplitude of which is denoted by
Ap1,...,pN

. This amplitude can be derived using the identities [150]:

ejz sin(θ) =

∞∑
p=−∞ Jp (z) ejpθ J−p (z) = (−1)pJp (z) , (A.14)

resulting in

Ap1,...,pN
=

N∑
i=1

δpi,1Ai

∏
j6=i

δpj,0

+

∞∑
m=1

(
cm

N∏
i=1

Jpi
(2πmAi)

)
. (A.15)

If some of the input frequencies are commensurate, i.e. ∃k, lj ∈ Z
such that kfi =

∑
j6=i ljfj, multiple components will occupy the same
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frequency. Their respective phase relations are then required to obtain the
total amplitude at that specific frequency. This is a much more complicated
situation, and the solution is not pursued here.

In the derivation of the trend in SFDRADC for a single sinusoid, a p− 1
3

amplitude dependence is found if the LSB is kept equal to 1. Since the
summation now contains the product of N of these Bessel-functions, it
results in a p−N

3 amplitude dependency, or a 6.02+2.01N dB/bit increase
in SFDRADC. Simulations using two non-commensurate tones confirm a
trend of roughly 10 dB/bit. For more than two tones, simulations suffer
from numerical problems, which may require further attention.

A.4 Example

Consider a flash ADC with differential-pair-based amplifiers at the input,
amplifying the difference between the input signal and different reference
voltages generated through a resistor ladder. Assume there are no mis-
matches and offsets, and that the input capacitance of each differential pair
is 30 fF. Assume the thermal noise of the ladder, equal to

〈
v2
n

〉
= kBTK/C ≈

1.4 · 10−7 V2, dominates. Then σn =
√

1.4 · 10−7 V ≈ 0.38 mV.
The noise becomes important for SFDRADC when σn > 0.1 LSB, because

then (using (A.13)) it contributes 1.7 dB. Considering a realistic input
voltage range of 500 mV, this will be the case for 7 bits, giving an SFDRADC

of 8.07 · 7 + 3.29 + (0.38/3.9)2 · 171.5 = 61.4 dB. For 5 bits, the noise
contribution is negligible, and the SFDRADC is found to be 43.7 dB, while
the signal-to-noise ratio (SNR) will be 31.9 dB. For 9 bits, the noise increases
the SFDRADC by 28.0 dB to a total of 101.9 dB.

A.5 Conclusions

The SFDR of a uniform quantizer, SFDRADC, when quantizing a sinusoid
without noise, increases by roughly 8 dB/bit, which is found by numerical
evaluation of exact formulas and verified by simulations. This trend and
the seemingly random deviations around it are mathematically explained.
Adding noise decorrelates the quantization error from the input signal
and therefore increases SFDRADC. For Gaussian noise, SFDRADC (in dB)
increases quadratically with the standard deviation of the noise in LSB. A
numerical comparison between a simple approximation formula and the
exact value obtained from existing but complicated analytical formulas
shows an error of less then a few dB, which is often acceptable for practical
purposes. For N tones, SFDRADC is expected to increase by 6 + 2NdB/bit,
which was derived in the same way as for the single tone situation.

These results can be applied to the design of systems without having to
use the exact formulas. This can save a lot of time and effort. The results
relate the SNR, the SFDR and the number of quantization levels; knowing
two of them allows easy calculation of the third.



APPENDIX B
CROSSCORRELATION SPECTRUM

SENSING WITH TWO ANTENNAS

The noise reduction using crosscorrelation (XC) is limited by the correlated
noise between the two receivers. One immediate thought to reduce the
noise correlation is to use a separate antenna for each receiver, so that
there are no shared components to introduce noise correlation. The use
of multiple antennas is getting more and more accepted, as it is used in
diversity receivers, for beamforming and MIMO-systems, and has been
proposed in many other works on spectrum sensing. Although this seems a
straightforward next step, the consequences for the noise and signal powers
in the XC spectrum sensing process are nontrivial, and a first exploration
of these effects is discussed here.

Fig. B.1a shows an abstraction of a XC-system using one antenna and
two receivers, as e.g. discussed in chapters 4 and 6. The noise voltages
generated by resistors in the splitter and attenuators will be present at the
input of both receivers. The measurement results in chapters 4 and 6 show
residual correlated noise of approximately −170 dBm/Hz, which leaves
room for improvement. The use of a separate antenna for each receiver,
as depicted in fig. B.1b, has the direct advantage of reducing the noise
figure (NF) of the system (before XC) because no form of splitter is needed.
In the case of the resistive splitter in chapter 4, this reduces NF by 6 dB, in
principle reducing measurement time by a factor 16.

It is, however, not trivial what the noise correlation and the signal
correlation on the two antennas will be. Therefore, first the origin of noise
in a single antenna is considered in appendix B.1, after which the noise
correlation between antennas will be discussed in appendix B.2. The signal
correlation is discussed in appendix B.3.

Parts of this appendix have appeared in [MOA:3] .
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Attenuator Mixer AMP ADC

Attenuator Mixer AMP ADC
XC

Splitter

(a) Single-antenna XCSA

Attenuator Mixer AMP ADC

Attenuator Mixer AMP ADC
XC

(b) Two-antenna XCSA

Figure B.1: An XCSA may use a single antenna or two antennas.

B.1 Noise in an Antenna

Black-body radiation is the electromagnetic (EM)-radiation emitted by a
black body at a given temperature. Real-life objects are not perfect black
bodies (as can be observed in the visible range of the spectrum), but the
approximation is very good in the radio frequency range [156]. From the
Rayleigh-Jeans approximation (accurate for frequencies up to hundreds of
GHz at room temperature), the radiation of a black body is (also referred
to as brightness) is

Bb ≈ 2kBTK
λ2 [W·Hz−1·m−2·sr−1], (B.1)

with λ = c/f the wavelength, and c the speed of light (3.00 · 108 m/s).

The purpose of an antenna is to guide the energy of the incident EM
field to the load. The maximum power that can be delivered by the antenna
to the load is called the available power Pav, with Sav the available power
per Hertz. This maximum power transfer is obtained under conjugate
matching, which is assumed from here on. The effective area Ae of an
antenna is defined as “the ratio of the available power at the terminals of a
receiving antenna to the power flux density of a plane wave incident on the
antenna from that direction, the wave being polarization-matched to the antenna”
[157], and in general depends on direction, with Ae(θ,φ) = λ2

4πG(φ,θ) [m2],
and G(φ,θ) the directional antenna gain. Therefore, assuming the antenna
is completely surrounded by black bodies in thermal equilibrium

Sav =

2π∫
0

π∫
0

BbAe(θ,φ) sin θdθdφ =
1
2

2kBTK
λ2

λ2

4π
4π = kBTK [W/Hz], (B.2)

where the factor 1
2 in the second step is due to the unpolarized nature of

the black-body radiation and the polarized reception of the antenna. The
noise floor, taken as kBTK, with TK = 290 ◦C, is then −174 dBm/Hz. So,
even when the antenna itself is noiseless, which is assumed from here on,
it will deliver noise power to the attached receiver.
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B.2 Noise Correlation with Two Antennas

Many papers propose multiple antennas for spectrum sensing, and assume
that independent noise samples at each antenna are available. However,
several factors introduce correlated noise between two antennas.

The EM-field impinging on an antenna induces a time-varying current
in it, which by itself generates an EM-field that may be received by the other
antenna. This is known as mutual coupling, which introduces correlation
of the external noise at the different antennas. It also introduces correlation
of the noise generated by the receiver, as some noise generated in one
receiver will be transmitted by its antenna, and then received by the other
[88]. Hence, mutual coupling introduces correlated noise.

Assuming the antenna is surrounded by black bodies, it can be shown
that, even when there is no antenna coupling, the thermal noise of two
antennas can be correlated due to spatial correlation. The crosscorrelation
function between the voltages induced on the antenna terminals by these
noise sources depends on the distance between the antennas, the antenna
patterns, and the polarization the antennas are sensitive to [158].

A receiver tries to receive information from one ‘wanted’ radiator, but
there are many other radiators in that band, collectively combined into
‘man-made noise’ (see section 2.2.5). Man-made noise, just like the black-
body radiation, originates from many sources and arrives from many
directions, so it will also have spatial correlation.

B.3 Signal Correlation with Two Antennas

When both the noise and the signal correlation are reduced by the same
factor, the signal-to-noise ratio (SNR) is not changed, so the sensitivity of a
XCSA will not change. Therefore, it is equally important to consider the
signal correlation in the two-antenna XCSA. To achieve insight into this
effect, a few different scenarios are considered in an idealized situation
where the antennas are identically polarized and have no mutual coupling.

B.3.1 Line-of-sight Connection

In line-of-sight-connections, there will be a time delay between the signal
arriving on the first and the second antenna, depending on the orienta-
tion of the antennas with respect to the signal source. This time delay is
unknown, because the angle of arrival of the signal is unknown. Mathe-
matically, the output of the crosscorrelator is (neglecting noise and thereby
removing expectation operators) Y(f) = Ps(f)e

−j2πfτ0 , where τ0 is the time
delay. Hence, using P̃xc = |Y| removes the phase shift and the true signal
power is detected.

However, the minimum bandwidth that can be estimated is inversely
proportional to the measurement time, so one has to consider detection
in a finite bandwidth fb, as done in section 4.1. Each frequency within fb
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p1 
p0 p2 

dtx,rx 

da/2 da/2 

pt 

px py 

dpt,px 
dpt,py 

dpt,p0 

v 

Δd 

Figure B.2: Simple model of a moving transmitter and stationary two-
antenna XCSA.

experiences a different phase shift between the two antennas. For simplicity,
assume the signal is a white noise source in the band of interest; then

P̃xc =

∣∣∣∣∣∣∣∣
f0+

fb
2∫

f0−
fb

2

Y(f)df

∣∣∣∣∣∣∣∣ = Ps

∣∣∣∣(sinπfbτ0

πfbτ0

)∣∣∣∣ . (B.3)

Clearly, for fb = 0 and/or τ0 = 0, P̃xc = Ps. For larger τ0 and/or larger
fb, P̃xc becomes lower. If maximally 1 dB loss of signal power is allowed,
fb · τ0 / 0.36.

For TV white space (TVWS), with channels of 6 MHz, τ0 6 60 ns. In
a handheld device, the maximum distance between the two antennas
may be about 15 cm, so the maximum time delay is d

c
≈ 0.5 ns, which

gives negligible loss in signal power. Even when the antennas would be
10 m apart, the detected signal power will only be lowered by 0.3 dB. So,
in static line-of-sight-connections, using two antennas for XC spectrum
sensing makes sense.

B.3.2 Movement in LOS-connections

In a mobile context, the transmitter and/or the spectrum sensing device can
move during the sensing process, which makes some parameters dynamic.
Consider the situation depicted in fig. B.2, where the transmitter moves
during the sensing process, such that at time instant t, it is located at pt,
while the two receive antennas, located at px and py, are stationary. The
two receive antennas are separated by a distance da, and the transmitter
moves at a uniform velocity v. Assume the signal power received by each
antenna does not change, but the relative phase between the two antennas
does (which can be considered a manifestation of the Doppler-effect). The
largest change in phase is obtained if the transmitter moves as indicated:
parallel to the baseline of the antennas, passing point p0 (at distance dtx,rx

from the baseline) halfway during the sensing process, which takes T

seconds. The distance dp1,p2 between p1 and p2 covered by the transmitter
during the sensing process is thus dp1,p2 = vT .

With dpt,p0(t) ,
(
T
2 − t

)
· v and ∆d(t) , dpt,px

(t) − dpt,py
(t), where

dpt,px
(t) > 0 and dpt,py

(t) > 0, the phase difference between the two
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receivers becomes ∆φ(t) = 2πf∆d(t)
c

. Considering a single frequency, Y
after measuring for T seconds becomes

Y(f, T) =
1
T

T∫
0

Ps(f)e
j∆φ(t)dt = Ps(f) ·

1
T

T∫
0

ej∆φ(t)dt. (B.4)

This integral is difficult to evaluate analytically for given ∆φ(t), but it can
be simplified for certain situations.

For small vT a Taylor-series approximation can be used for dpt,px
and

dpt,py
: ∆d(t) ≈ dadpt,p0(t)/r, with r =

√
(da/2)2 + d2

tx,rx. Then

Y(f) ≈ 1
T
Ps(f)

T/2∫
−T/2

e−j2πfdavt
cr dt = Ps(f)

sin
(
πvTfda

rc

)(
πvTfda

rc

) . (B.5)

To maximally lose 1 dB of estimated signal power, vTfda / 0.36rc.
For very large vT , the integral is mainly determined by the transmitter

being at the far left or the far right of the receiver, so ∆d(t) ≈ ±da. Then

Y(f) ≈ Ps(f) cos
(

2πf
da

c

)
. (B.6)

To maximally lose 1 dB of estimated signal power, da / 0.1c
f
= 0.1λ.

The integral of (B.4) can be numerically evaluated for some practical
cases. Consider the detection of a wireless microphone, operating at a
center frequency of 500 MHz, at a distance dtx,rx = 20 m. The two antennas
of the XCSA are 10 cm apart (da ≈ 0.17λ). With a velocity of 1.6 m/s (a
person carrying the microphone), the maximum measurement time Tmax to
lose not more than 1 dB of signal power is 43 s, which is much longer than
required by IEEE 802.22. Next, consider the detection of a signal in the
ISM-band at 2.4 GHz with a laptop that has two antennas at a distance of
30 cm (da = 2.4λ). The signal is transmitted from a car moving at 30 m/s
with dtx,rx = 50 m. Now Tmax ≈ 190 ms (note that using the approximate
(B.5), Tmax is found to be 250 ms. These practical cases show that only
for large receive antenna distances and fast-moving transmitters and/or
excessive measurement time, the signal can be decorrelated significantly.
Under these line-of-sight-assumptions, it is clear that a two-antenna XCSA
is applicable in many situations.

B.3.3 Fading

Not all connections are line-of-sight (or have a large specular component),
but must rely on a multitude of multi-path reflections. Diversity is often
used to improve the performance of a communications system in these
fading channels, and is based on the idea that with multiple antennas,
the probability that at least one of them is not in a deep fade is increased.
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The simplest fading channel is a Rayleigh fading channel, with a Rayleigh

distribution for the instantaneous amplitude A =
√
r2

re + r2
im and a uniform

distribution for the phase. Both rre and rim are normally distributed with
zero mean and variance σ2

s/2. The output power for autocorrelation (AC)
(or an XCSA with one antenna) will then be σ2

s = Ps.
The XC system is sensitive to phase variations during the measurement,

as was established in appendix B.3.2. Therefore, a good channel model
is required that describes the phase correlation over time and location,
which may require further research. Here, for simplicity, a channel is
assumed in which the amplitudes of the signal undergo (correlated) fading,
but the phase difference of the signal between the two antennas remains
constant during the measurement. Using P̃xc removes any constant phase
difference over frequency between the two antennas of the receiver, so a
phase difference of 0 can be assumed.

With received signal amplitudes A1 and A2 at antenna 1 and 2, respec-

tively, the result is P̃xc = 1
T

∣∣∣∫〈T〉 A1(t)A2(t)dt
∣∣∣. In a fading environment,

A1(t) and A2(t) are random processes, with Ai > 0. The average sig-
nal power received by both antennas is assumed equal (E

[
A2

1

]
= E

[
A2

2

]
,

a well-accepted model [159]). With fully correlated fading (A1 = A2),
E [Y] = σ2

n = Ps, which is equal to the single-antenna case. For indepen-
dent fading, E [A1A2] = E [A1]E [A2] =

√
π
4 σs

√
π
4 σs = π

4 σ
2
s. These are

two extreme cases, so it is expected that for arbitrary correlated fading
the result will be somewhere in between: π

4 Ps 6 E [Y] 6 Ps. Maximally
10 log10

4
π
≈ 1 dB of signal power is lost, under the optimistic assumption

that the relative phase does not change during the measurements.

B.4 Conclusions

A single-antenna XCSA can significantly lower the noise level for energy
detection (ED), but is limited by correlated noise. Using a separate antenna
for each receiver may lower NF of each receiver, and reduce the noise
correlation, thereby reducing measurement time and increasing sensitivity.
Different mechanism are identified that still cause residual noise correla-
tion, which will ultimately limit the reduction of the noise level: mutual
coupling, spatial correlation, and man-made noise.

Unfortunately, the use of two antennas may also significantly degrade
the signal power that is detected. This is caused by decorrelation of the
signal, due to the physical distance between the antennas, the presence
of relative signal phase shift between the antennas due to Doppler-shift,
and the presence of fading. The calculations indicate that in static and line-
of-sight-connections the loss of signal power may be acceptable, making
two-antenna XC spectrum sensing an interesting solution to more reliable
ED that deserves further exploration.



APPENDIX C
RECEIVER TERMINOLOGY

This appendix is a brief introduction to receiver design and terminology.
The digital data transmitted over the air is modulated, i.e., (groups of)

bits are transformed into an analog waveform, with its properties (ampli-
tude, phase, frequency, etc.) denoting the transmitted bits. This waveform
is transmitted at a certain power, often denoted in dBm, which is a dB-scale
with 1 mW as a reference. Typical transmitted power levels of mobile de-
vices are in the range of 0–20 dBm, or 1 mW to 100 mW. As the transmitter
generally transmits in many or all directions, only a small fraction of the
transmitted power is received by the receiver. The transmitted waveform
is susceptible to noise, which is added in the wireless link (the channel) as
well as in the receiver. This noise causes errors in the detection process, be-
cause it changes the waveform. The channel may also introduce frequency-
and time-dependent changes to the waveform, which is known as fading,
but that is not considered in this thesis.

The noise figure (NF) quantifies the noise performance of a receiver as a
deterioration of signal-to-noise ratio (SNR) from input to output. The SNR
is the ratio of the useful signal power divided by the noise power in the
signal band. The higher the SNR, the less bit errors are introduced by noise.
In case of wireless communications, depending on the type of modulation,
the required SNR ranges from 8 dB to 25 dB (note that this is different for
spectrum sensing, as discussed in chapter 2). This means that the NF of
the receiver should be low enough. Receivers typically have a NF of 2 dB
to 10 dB. The received signal is often so weak that it would be completely
obscured by the receiver noise if it is not first amplified. To obtain a low NF,
almost all receivers start with a low-noise amplifier (LNA), which amplifies
the input signal without adding much noise, such that the noise added by
successive stages becomes relatively less important.

Ideally, such an amplifier can be described mathematically as y(t) =

a · x(t) + n(t), where x(t) is the input signal (which can be a voltage,
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current, or charge), a is the amplification, n(t) is the noise added, and y(t)

is the output signal. Unfortunately (neglecting n(t)), amplifiers are better
described by y(t) ≈ a1 · x(t) + a2 · x2(t) + a3 · x3(t), i.e., as a nonlinear
device approximated using a Taylor-series. The values |a1/a2| and |a1/a3|

are a measure for the linearity of the system. The explanation here will be
brief; a more elaborate discussion can be found in [127].

Suppose two sine waves of equal power P at frequencies f1 and f2 are
applied to the input of such a system. Using Fourier theory, it can be shown
that a3 will introduce frequency components at 2f1 − f2 and 2f2 − f1. These
components increase in amplitude with the third power of the input ampli-
tude. The input-referred third-order intermodulation intercept point (IIP3)
is the (extrapolated) input power for which these undesired intermodula-
tion components have the same magnitude as the desired components, and
is usually expressed in dBm. Extrapolation is often necessary, because for
such high input powers the Taylor-series approximation with only a few
terms is usually not accurate anymore. Typical receiver IIP3 is in the range
of −30 dBm to +5 dBm. The input-referred second-order intermodulation
intercept point (IIP2) is defined in a similar way, where the intermodulation
components at f2 − f1 and f1 − f2 (caused by a2) are considered. Values
for IIP2 typically range from 20 dBm to 70 dBm. The dynamic range (DR)
is defined as the ratio, usually expressed in dB, of the maximum to the
minimum signal input power levels over which a device can operate; the
minimum level is usually determined by the noise, and the maximum level
by nonlinearity.

The range of frequencies over which a receiver is able to receive infor-
mation is its bandwidth, sometimes called radio frequency (RF)-bandwidth.
It is usually defined as the band over which the receiver is matched to the
antenna (e.g. the power received by the antenna is (almost) completely
transferred to the receiver) and performance of the receiver is not degraded
too much (e.g. NF increased by 2 dB or gain decreased by 3 dB). Matching is
generally considered good if the voltage standing wave ratio is smaller than
2, which means constructive interference due to reflections will never in-
crease the voltage amplitude at any point by more than a factor 2. An equiv-
alent representation can be obtained using S-parameters: less than −9.6 dB
of the incoming power is reflected, or S11 < −9.6 dB. The bandwidth that
the analog-to-digital converter (ADC) eventually has to convert to the digi-
tal domain is often referred to as intermediate frequency (IF)-bandwidth,
and in general is much smaller than the RF-bandwidth, because the signal
to be demodulated only occupies a fraction of the RF-bandwidth.



APPENDIX D
LIST OF ACRONYMS

AC autocorrelation

ADC analog-to-digital converter

AM amplitude modulation

AWGN additive white Gaussian noise

BIST built-in self-test

CG common gate

CMFB common mode feedback

CMOS Complementary
Metal-Oxide-Semiconductor

COST European Cooperation in Science and
Technology

CP 1-dB compression point

CPr cyclic prefix

CR cognitive radio

CS common source

DAC digital-to-analog converter

DANL displayed average noise level

DECT Digital Enhanced Cordless
Telecommunications

DFT discrete Fourier transform

DR dynamic range

DSA Dynamic Spectrum Access

DSP digital signal processing

DTV digital TV

DWG digital window generator

ED energy detection

EM electromagnetic

ETSI European Telecommunications Standards
Institute

FCC Federal Communications Commission

FFT fast Fourier transform

FM frequency modulation

FoM figure of merit

FXC FX-correlator

GSM Global System for Mobile
Communications

HDTV High-Definition TV

HR harmonic rejection

IC integrated circuit

IEEE Institute for Electrical and Electronics
Engineers

IF intermediate frequency

IIPx input-referred x-th order intermodulation
intercept point

IL insertion loss

IMx x-th order intermodulation

IR image rejection

ISM Industrial Scientific Medical

ITU International Telecommunication Union

LNA low-noise amplifier

LNTA low-noise transconductance amplifier
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LO local oscillator

LSB least significant bit

LTE Long Term Evolution

MAC multiply-accumulate

NF noise figure

NFE Noise Floor Extension

NMT normalized measurement time

NRAO National Radio Astronomy Observatory

NTIA National Telecommunications and
Information Administration

Ofcom Office of Communications

OFDM Orthogonal Frequency Division
Multiplexing

pdf probability density function

PCB printed circuit board

PLL phase-locked loop

PM phase modulation

PSD power spectral density

PU primary user

PVT Process/Voltage/Temperature

QAM quadrature amplitude modulation

QPSK quadrature phase shift keying

RBW resolution bandwidth

RF radio frequency

ROC receiver operating characteristic

RSSI Received Signal Strength Indication

SA spectrum analyzer

SFDR spurious-free dynamic range

SNR signal-to-noise ratio

SOI silicon-on-insulator

SSC Shared Spectrum Company

SU secondary user

TIA transimpedance amplifier

TVWS TV white space

UHF ultra high frequency

UMTS Universal Mobile Telecommunications
System

UWB Ultra Wideband

VCO voltage-controlled oscillator

VHF very high frequency

VSB vestigial sideband

WiMAX Worldwide Interoperability for
Microwave Access

WLAN Wireless Local Area Network

XC crosscorrelation

XCSA crosscorrelation spectrum analyzer

XFC XF-correlator



APPENDIX E
LIST OF SYMBOLS

All symbols are explained at their first occurrence in the main text. As
a reference, this table contains an explanation and/or definition of the
symbols used at multiple locations throughout this thesis.

E.1 Mathematical Definitions

, Defined as
∼ Distributed as
γA Autocorrelation function of stochastic process A; γA , γAA

γAB Crosscorrelation function of A and B, with γAB(t,τ) , E
[
A(t)B(t+ τ)

]
Γ (α,β) Upper incomplete gamma function Γ (α,β) ,

∫∞
β tα−1e−tdt

Γ(α) Gamma function, with Γ(α) , Γ (α, 0). For positive integers Γ(α) = (α− 1)!
ΓAB(f) Cross-spectrum of stochastic processes A and B; ΓAB(f) = F [γAB(τ)]

µ The mean of a stochastic variable (usually denoted by the subscript)
σ The standard deviation of a stochastic variable (usually denoted by the subscript)
Ai (·) Airy-function
CN

(
0,σ2

)
Circularly symmetric complex normal distribution, with the variance in the real and imaginary
parts equal to σ2/2

R (·) Operator to take the real part
I (·) Operator to take the imaginary part
E [·] Expected value
F [·] Fourier-transform, with F−1 [·] its inverse; F [x(t)] ,

∫∞
−∞ x(t) exp(j2πft)dt

P (x|y) Probability of x given y

O (·) If f(x) = O (g(x)), then lim sup
x→∞ |f(x)/g(x)| < ∞ (Landau-notation)

j Imaginary unit; j ,
√
−1

In (·) The n-th order modified Bessel function of the first kind
Jn (·) The n-th order Bessel function of the first kind
Kn (·) The n-th order modified Bessel function of the second kind
pdfX (z) Probability density function of stochastic variable X

Q(x) Probability of a standard-normal variable being larger than x, with Q−1(x) its inverse:

Q(x) , 1√
2π

∫∞
x e−z2/2dz

var [·] Variance
X Complex conjugate of X
|X| Absolute value of X
X||Y Parallel application of impedances X and Y: X||Y = XY/(X+ Y)

Xre Real part of X
Xim Imaginary part of X
X̂ Estimator of stochastic variable X

Z The set of all integers (· · · ,−2,−1, 0, 1, 2, · · · )
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E.2 Variables

βK Interpolation function defined in (3.31) on page 45
γNEF Noise excess factor
∆fLO Frequency difference between LO-frequencies of the receivers: ∆fLO , f1 − f2

∆φ Phase difference between the signal components at the two receiver outputs
ε1 Noise power underestimation error (0 6 ε1 < 1)
ε2 Noise power overestimation error (ε2 > 0)
λ Threshold (general)
λed Threshold for energy detection
λxc Threshold for crosscorrelation (XC)
λed,biased Biased threshold for energy detection
µ0 Shorthand for µ of an estimator given that H0 applies
µ1 Shorthand for µ of an estimator given that H1 applies
ρ The noise correlation between two receivers
σ0 Shorthand for σ of an estimator given that H0 applies
σ1 Shorthand for σ of an estimator given that H1 applies
A Attenuation (transfer) on linear scale (0 6 A 6 1)
AdB Attenuation in dB (AdB , −20 log10 A)
b Number of bits in an ADC
ch Coefficient of the h-th harmonic of the LO; c1 , 1
Cmixer Capacitance at each output-phase of the passive mixer
D LO duty cycle (0 < D < 1, or 0% < D < 100%)
DANLcorr DANL after XC-process (all uncorrelated noise removed): DANLcorr , −174 + NFcorr dBm/Hz
DANLeff DANL with XC during the XC-process: DANLeff , −174 + NFeff dBm/Hz
f Frequency (Hz)
F Noise factor: NF , 10 log10 F
f3dB Cut-off frequency (amplitude transfer 1/

√
2 compared to maximum transfer)

fLO Frequency of the LO
f1 Frequency of the LO in the first receiver
f2 Frequency of the LO in the second receiver
fs Sample rate
FoMSFDR Performance indicator for SFDR, with FoMSFDR , IIP3 [dBm] − NF [dB]
gm Transconductance
h General channel realization
H0 The null hypothesis (signal to be detected is not present)
H1 The alternative hypothesis (signal to be detected is present)
HRh HR of LO-harmonic h; HR1 , 0 dB
IIP3ib In-band IIP3 (both large tones and intermodulation products inside IF-bandwidth)
IIP3ob Out-of-band IIP3 (large tones outside, IM-product(s) inside IF-bandwidth)
K Number of samples (per receiver) in a measurement
kB Boltzmann constant (1.3806503 · 10−23 J/K)
M Number of points per FFT
n General noise realization
n0 That part of the noise that is fully correlated between the two receivers
n1 That part of the noise that present in the first receiver, but not in the second receiver
n2 That part of the noise that present in the second receiver, but not in the first receiver
NFa Man-made noise level in dB as compared to kBTK, with TK = 290 ◦C
NFcorr Effective NF of XC during the XC-process: NFeff , DANLeff + 174 dB
NFeff Effective NF after XC (all uncorrelated noise removed): NFcorr , DANLcorr + 174 dB
NMT Normalized measurement time: time required to acquire samples for one FFT
Ph The power of the signal present at the h-th harmonic of the LO
P̂ac Spectrum estimator which uses AC (single receiver)
P̂xc Spectrum estimator which uses the real part of the measured cross-spectrum
P̃xc Spectrum estimator which uses the absolute value of the measured cross-spectrum
PD Probability of detection
PD,des Desired probability of detection, i.e., PD > PD,des is desired
PFA Probability of false alarm
PFA,des Desired probability of false alarm, i.e., PFA 6 PFA,des is desired
PMD Probability of missed detection (PMD , 1 − PD)
PMD,des Desired probability of missed detection, i.e., PMD 6 PMD,des is desired
Q−1

D Shorthand notation for Q−1(PD) (similarly, Q−1
D,des , Q−1(PD,des))

Q−1
FA Shorthand notation for Q−1(PFA) (similarly, Q−1

FA,des , Q−1(PFA,des))
r[k] The k-th sample of the receiver output
r1[k] The k-th sample of the first receiver output
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r2[k] The k-th sample of the second receiver output
rin The total of signal and noise entering a receiver
Rload Load resistance
Rleft Resistance seen from the passive mixer towards the source
ron Attenuator-switch on-resistance
Rs Source impedance (always assumed 50Ω)
Rswitch Mixer-switch on-resistance
s General signal realization
S11 Input port voltage reflection coefficient
SFDRADC Difference between fundamental and strongest distortion component in ADC
SNRmin Minimum SNR (required or detectable)
t Time (seconds)
T Measurement time (seconds)
TK Absolute temperature in Kelvin
U Peak-to-peak noise power estimation uncertainty; U , (1 + ε2)/(1 − ε1)

UdB Peak-to-peak noise power estimation uncertainty in dB: UdB , 10 log10 U

VDD Supply voltage
Vgs Gate-source voltage (subscripts ‘b’ and ‘d’ for bulk and drain terminals): Vgs = VGS + vgs

VGS DC-bias gate-source voltage
vgs Small-signal gate-source voltage
VSS Ground voltage
W Bandwidth (Hz)
W Transistor width
Y Decision metric
Zin Input impedance
Zmixer Input impedance of passive mixer
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